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Z. Szatmiéry: User's manual of program RFIT Part 3 The dat'a files KFKI 1991-15/G
ABSTRACT

The present Part 3 of the user's manual of program RFIT is devoled to a detailed description of
all files of experimental data:

1. PDF - ftile of raw experimental data,

2. EDF - tite of evaluated data,

3. CLIB - tile of calibration factors.

In relation to these fiies, it is described:

— the information stored,

-- structure;

— rules of input preparation for including new data;
— rules of cotrecling the stored datla,

-~ oplions available for manipulating the file (e.g. listing, deleting, copying, restoring the whole
file or parts of ). : ’

Finally, it is discussed how the data stored in the files can be evaluated.
Chapter 2 treals the physical conter.s of PDF while Chapters 3 and 4 specity the input formats
for new and corrected POF data sefs, respectively. Chapter 5 is devoted to subfile operations. The

evaluation of the dala slored in PDF is discussed in Chapter 6. Files EDF and CLIB are treated in
Chapter 7

3. Carmapu: CnpaBouHHK NnO HCMONBL3OBAaHWK mporyammst RFIT. 3. toM: dains AAHHLIX.
KFKI-1991-15/C

AHHOTALIHA

HacTosmuit, TpeTuil TOM CIpAaBOUHHKA MO HcRosb3osBaHHw nporpammu RFIT paer noopobHoe M3~ .
noxexne ¢aiiIop JAKHLIX, & HMEHHO:

1. PDF - ¢afin neppHUYHBIX IKCNEePHMEHTAaNIbHBIX SaHHHIX,

2. EDF - dafin oueHeHHbHIX ZAHHBIX,

3. CLIB - daiin xanubpoBouHblx dakTopoB.
B oTHomecHI'M Kaxnoro daia vanaraeTcs:

- ¥apakTep HaHHbiXx, XpaHuMbix B daitse,

= CTpyKTypa danna,

- 3agaHHe HOBLX JAHHHIX,

- nucnpasneHre uMeMxcst B daine paHnLix,

= Onepalluy DPA3NHUHLIX BHUOOB, Kak, H3NY., pacneyarka, KofNHpOBaHHe, BbiuepKHBaHHE XpaHu-~

MbIX ZAHUBIXK U T.0.
- 06paboTKa XpaHuMbix B ¢altne maHHLIX,

Szatmary Z.. Az RFIT program felhasznalor kézikonyve. 3. rész. Az adalfile ok. KFKI 1991 158/G
KIVONAT

AZ RFIT program felhasznalol kézikonyveének jelen, harmadik része a kovetkezd adatfile okat
targyalja részletesen:
1. POF - a primér kisérleti adalok file ja,
2. EDF - a kieérlekell adatok file ja,
3 CLIB a kalibracios tényezék file ja
Mindegyik file ra vonalkozoéan leirjuk: N
- a tarolt informaciot,
a file szerkazelél,
-- @z uj adatok megadasanak a modjat, d
-~ a larolt adatok javitasat, o
-~ afile 1al végzell kulonbozé miveleteket (listazast, 1611ést, masolast, a sérull file visszaaliitasal
stb.).
a tarolt adatok kigriékelésél.
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fe IMmtTroductory reamar-Kks on storing

expeaer-imantal datas

Since 1973, experiments have been performad at the ZR-6
zaro pouer reactor by an international team of physicists called
TIC (Terworary International Collective) uwith the participation of
ten countries. The aim of the measurements uwas to provide basic
reactor physics data for light water moderated low enriched fuel
lattices in order to val idate reactor codes and group-constant
1ibraries. The ZR-6 critical assembly, the experiments and their
results are published in a special series of ZR-6 reports and
summarized in Ref. [(1). In addition to this, the experimental
results have been documented in several computerized data storage
systems. The purpcse of the present part of this user's manual is
to descr ibe them, It contains all information given in Refs. [2)
and [3] conpleted with the developments introduced in program RFIT
since their publication.

The largest and most important member of this data storage
system is the file of raw experimental data referred to in this
user's manual as PDF (abbreviation derived from its previous name
Primary Data File). This file is a careful and complete documen-
tation of not only the raw experimental results but also of all the
additional information showing as truly as possible hou the indi-
vidual experiments have been done. A file structure which is able
to satisfy the needs of every type of maasurement is rather complex
ard the quantity of the data stored in it is substantial.
Therefore, some explanation is necessary uwhy it was reeaded. The
main reason of recurring to the use of such a scphisticated system
follows mainly srom the international character of the work carried
out by TICs the individual experimentars participating in the
common exper imental program do their measuremants not only for
their own country but also for the whole community of TIC. At the
very beginnirg of the experimentat program, it turnad out that
special efforts and means are necesssry for maring all exper imental
results available for all parties of TIC. Nouw, POF was maant
primarily as a tool of stor‘ng and disseminating the experimental
results obtained in the frameuork of this joint program.

Why just the raw experimental data are stored, this makes
further explanations necessary since one can object that the above



ment ioned series of ZR-6 reports containing the evaluated results
of the measuremants would do almost the same as PDF does if the
problem uwas only the documentation and dissemination of the
experimental information. This is unquestionably true and this uay

- of data documention is also applied: volumes 1 and 3 of the Final

Report of TIC (sea Ref. [1]) are edited just for this purpose.
Houever , the very first year of the international cooperation
within TIC has shoun that TIC cannot be managed without storing
also the raw experimental data. Ir. order to make this point clear,
let us consider the follouing tuo examples.

Extens ive experimants have been carried out for the
determination of deep subcritical reactivities uwith the help of the
pulsed neutron source method. They have been evaluated according to
methods ] ixke those 5F Sjostrand, Gozani and others, consequently,
the original task has been done. The measured decay curves,
however , contain some further, not less useful informationt decay
congtar.ts of the fundamental and higher harmonics which, mhen
completed by a detailed information concerning the reactor state in
which they were determined, lend themselves for further analysis.
If someone wants to perform such a work, he will looK for the raw
axperimental data. This is in fact not a hypothetical case! a real
interest has been formulated in extrapolating the above ment ioned
decay constants to the critical states but, unfortunately, it
turned out that the raw data of these measurements have not been
recorded carefully enough. Hence such an analysis mould be possible
only after repeating the whole series of measurementr (which is no
more possible for financial reasons?.

The other example concerns the determination of the
mater ial buckl]l ing from macroscopic distr fbutions of different
reaction rates (or in a not too correct expressions on the basis of
measured macrofluxes). As discussed in Section 1(.2.3 of Part 2,
this is based on the asymptotic parts of the measured distritutions
uwhere they can be fitted by cosine or Besselian functions. it is
natural that the experimanters tend to throu away tha non-asym-
ptotic parts of their macrofluxes (for uwhat they cannot be blamed
very much?>. However, the non-asymptotic parts of the measured
macrofluxes are valuable for those who wish to val idate their
programs computing neutron fluxes in reactors consisting of diffe-
rent mater ial regions (e.9. ccre and reflector). Such diverging
needs can be best satisfied by xeeping the raw experimenta! data
and thus allouwing everybody to treat and evaluate them as he (or
she) 1 ikes.

One could continue with further examples demonstrating the
follouing everyday experience! all mesasurements contain much more
information than the experimenter originally desired to obtain.
That is the main reason of storing the raw experimental data. In
additon to this, there are other points of vien, too, which are
summar ized as folloust

- Only the rau data represent the full experimental information,
We always 10se information by data evaluation,

- Only the raw data may bes considered as exparimental facts.
Evaluated data always contain soma subjective jJudgment,
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= The details of the expPerimental method can be understood only
when the rau data are available.

-~ We restrict the possibility of any reevaluation of the
measurements if the rauw data are not Kept.

~ The effort and money spent for measuring the data are too much
for allowing to throw away any peace of them.

The total number of raw experimental data to be stored has
reached several millions by the end of 1898, consequently, only a
computer ized data storage comes into question. There is, houever, a
more decisive argument favouring such a systemt: the data evaluation
is done by a computer anyhow whence any other way of storing the
data would lead to compl icatjons. Originally, the programs handling
the data storaje system and fitting program RFIT were separate
programs. Later, they uwere united into one program but the
structure of POF remained practically the same.

The data storage sytem has two further members: the
l1ibrary of calibration factors (referred to as CLIB) and EDF
mentioned above already. Both data files are much smaller in size
than POF. They are also handled by program RFIT and they are
described in Chapter 7. CLIB is a complementer file to PDF: it
containe the characteristics of the activation detectors used in
the measurements. In this sense, it is necessary for evaluating the
data stored in PDF. EDF contains some results obtained by program
RFIT. On the other hand, the data stored in EDF can be input data
of further evaluations C(also done by program RFIT). All these
relations and connections are made clear in the present part of
this user's manual. It is worthwhile to note that most of the data
publ ished in Ref. [1] are stored in EDF.
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mxpear- imantal Aata

The file of rau experimental data (PDF) contains the
results ~f the measurements just as they were recorded i.e. without
any data handling. It is subdivided into subfiles. As a matter of
fact, it is hard to give a general definition of what a subfile is
since, as it will become clear from the fol.owing, the experi-
menters have a relatively large freedom in defining subfiles.
Therefore, ve state only the guideline: a subfile normally corres-
ponds to one single measurement performed for a well defined state
of the reactor. In case of a macroflux measurement for example, one
subfile contains, as a rule, all data which correspond to one irra-
diation. There may be exceptions: it may sometimes be expedient to
split the data belonging to the same irradiation into several
subfiles. But the orPposite may not be the case: the data measured
for several irradiations must be stored in separate subfiles. In
case of reactivity measurements, the definition of the subfiles
depends on the cons ideration of the experimanter to a larger
extent. Further details of,this problem can be discussed only in
terms of the subfile structure. Therefore, we stop this 1line of
reasoning for the time being.

Who descr ibes the subfile, describes PDF as well,
consequently , the first thing to do is to discuss the structure of
the subfile. Befores preceeding to this, it is worthuhile to note
that the name "subfile” used to be a technical term at the ICL-1803
computer at which PDF was originally created. Although it has no
such significance at I8M computers where program RFIT is running
now, this expression has been Kept and is used to designate &
natural unit of the exper imental information stored in PDF. .

2.1, Subfile identification

e need 12 characters for an unambiguous identification of
the subfile. They are the following!

- the first 4 characters define the type of the measuremsnt,
- the next 8 characters give the date when the measuramant was



performad, and
-~ the last 2 characters are used for distinguishing betusen
subfiles for which the first 1A characters would be identical.

The notations which may be used for specifying the type of the
measurement are summarized in Table 2.3. Ho other notation will be
interpreted as a subfile identification by program RFIT. The date
is specified by giving the day, month and year using 2 characters
for sach. (As to the year, only the last tuwo digits are given.) For
axample,

MAB3120373

identifies a subfile corresponding to a radial macroflux
measurement (cf. Table 2.1) parformed on 12 May 1973. In cases shen
sgveral MAB3 type measurements are performed on the same day,
additional characters are needed, e.g.

MAB3120373-~1
MAB3120373-2
etc.

As this example shouws, the last 2 characters of the subfile
identifiers are optional. lWhen they are given, any characters may
bs chosen for them.

1t follous from what was told above that the subfile
identifiers hold some useful information concerning the
measurement. The indication of the type of measurements uill be of
great heip for program RFIT when the data stored in the subfile are
evaluated Cor just interpreted). The date can be a rathar usesful
tool for subfile selection (see Chapter 3).

2.2. The structure of a subfile

- - - - ———— > - -

2.2.3. Generalities on the subfile structure

P L A R R R

The follouing main goals were pursuad with the actual
subfile structuret

- not to lose any peace of information,

~ to store only the relevant information in PODF,

- to make data svaluation flaxible, and

~ to help the uwork of experimenters as much as possible.

There are two further, maybe less trivial but nonetheless important
points of vieus

- it must be aasy to complemant existing subfile with additional
information and

- it must be possible to develop the subfile structure (i.e. to
extend it with new elements of information).



These last tuwo points require that one must have the possibility to
develop POF itself ind to complement any subfiles in it. This,
houever, may not have any influence on the information recorded
previously. This means in plain words that experimenters who are
not interested in the neu developments could afford not to take
notice of them: what they could do ten years ago, they must be able
to do it now and that exactly in the same may.

The easiest way of explaining the subfile structure is by
considering it a questionary! the information to be stored in the
subfile is divided into groups and each group is considered as an
ansuer to a definite question. The questions are identified by
integer numbers ranging from t to 99. Both in this user's manual
and in the program output, reference is made consequently o the
question numbers. The Qquestions which are defined for the program
version described now are listed in Table 2.2 and their contents
will be explaired in the next two sections. But, prior to this, ne
have tu discuss some further generalities.

As to the type of information required, the questions can
be diveded into two classes: those uhich require verbal and those
which require numeric answers. Question numbers 1 to 60 refrr to
the former uhile those from 61 to 99 refer to the latter class.
(Questions 35, Vv, 8, 9, and 22 are exceptions to this: they contain
half numeric, half verbal information, see belouw.) There is a
difference of principle between these c!asses. When the data stored
in the subfile are evaluated, the program can work only uith
numbers i.e. only the second class is relevant for data evaluation.
In this respect, the verbal answers bear only auxiliary infor-
mation. It would be a mistake, however, to think that one can
manage without verbal information. All experimenters know that In
however beautiful numeric tables their experimental results are
presented, the latter are useless if their copybook notes are lost
where such things have been recorded as:

- which detectors have been used,

- which their cal ibration factors are,

- what was the position of these detectors within the reactor,

- which measurements are repetitions of others and which should be
considered as independent ones,

- how the apparatus used was set, etc.

Such a Kind of information is needed only when something goes wrong
with the evaluation or wuhen someone wants to reevaluate the
subfile. That is why the structure of PDF subfiles allows to record
text information, too. From the experimenters’' point cf view,
providing for verbal information is not only a courtesy for the
eventual ultimate users of their data but it is their own interest,
t003 what they have at hand in the moment of performing the
measurement, it may seem trivial for them but it may turn out to be
indispensable several years later when everything will have been
l1ost and forgotten and when only the subfile will be available.

Questions 9, 63, and 78 are markKed by asterisks below and
in Table 2.2. They play an important role in specifying the subfile
structure in that they are necessary for the formulation of other
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questions. Consequently, the subfile usually cannot be created if
any one of them is omitted. Questions 79 and 80 are also marked
since the subfile cannot be evaluated if both are omitted. These
interdependences will become clear from the explanations given in
Sections 2.2.2 and 2.2.3.

There is an important part of the experimental information
for the storage of which a computerized system is not suitablet
core maps, drawings, explanations to be given only in papers or
reports. Therefore, PDF makes reference to such things frequently,
There is a further important complement to PDFt this is CLIB mhich
contains the calibration factors of the activation detectors used.
As the same activation foils are used repeatedly, it is convenient
to give only t..e foils numbers in the subfiles and to store their
calibration factors separately. That is done in CLIB. It is the
subject of Chapter 7 how program RFIT handles it

2.2.2. Text questions

The numb:rs of text questions range from i1 to 80. Those
which are defined for the described version of program RFI1T are
explained belon. Whaen the input data make reference to an undefined
text question, an error message will be generated but the subfile
can be created.

1. Purpose of the measurement

The experimanter {is supposad to tell here what hes/she had in
mind when hes/she did the measurement. If there is n4 better !dea
than to put sentences such as “macroflux measurement by
activating fuel rods”, it is better to omit this question since
this is expressed by the subfile identification and by Question
9. Ildeas for Question 13

- relation of the subfile to the exrarinantal program of TICs

- relation to other subfiles (e.9. whether the measuremant s a
mere repetition of another one or it is independent)s

- whether the maasurement is *o solve some methodical problem,
or is to check some instr or idea, etc.

2. The name of the perszon who preparad the measurement
3. The name of the perston who performed the measurement
4, The name of the operator in charge

Questions 2 to 4 tell to whom to turn when something is not
clear about the subfile or the measuremant. In addition t¢ this,
tha name (or names) given at Question 3 are frequently used for
selecting subfiles (see Chapter 4).

5. Parameters characterizing the reactor state
The value of the foilowing parameters should be given for the

reactor stata at which the measurement was performad (the units
t0 be used are g9iven in brackets)t



7.

No. of core certificate,

No. of core map,

critical moderator level <(cm),
concaentration of boric acid (g/liter),
nominal reactor pouer (natts).

Although Question 3 requires numeric information, it is only
partly a numeric question in the sense discussed above beacause
only the numbers of the core certificate and core map are used
when program RFIT evaluates the subfile. In case of DRDH and
ODRDT type measurements, there may be some ambiguity heret the
reactivity is measured either as a function of the water level
(ORDH)> or as a function of the boric acid concentration or the
temperature (DROT). In both cases, one or more of the reactor
parameters change during the measurement. In order to avoid
ambiguity, let us introduce the folluuing conventiont the
starting critical state is defined at Question 5 and the values
of the variable state paramaters should be given at later
questions (79 or 80 or both). The core map number will be used
by task EVAL for the determination of the lattice ptich (p) i+
it is not given at Question €7. (Refer to Section 6.3.1.3 for
more details.)

Sketch number

1f some explanatory drauwing or sKketch is necessary for
understanding the information given in the subfile, its number
(or some identifier) should be given here. The sketches
themselves are collected in Ref. [4]).

Start and end of the irradiation in ZR-6
S8tart and end of the irradiation in the thermal column

Both Questions 7 and 8 require the specification of the times in
the format:

hh/mm/ss

i.e. hours/minutes seconds relative to the day indicated in the
subfile identification. These times uvata serve only for infor-
mation. Houwever, do not underestimate their importancet it costs
little to specify them but they car be of greaat help in some
cases. Practice has shown that these "only informativae® time
data can be of great help if one tries to find out what was done
simultaneously with other measurements or separately. (Such
relations can determine the way of applying eventual
corrections.) Special casest

- For static measurements, ususally both Guestions 7 and 68 are
relevant and all four time data are within the day given in
the subfile identification.

- Things are different in case of reactivity measurements for
saveral reasons. Firstly, the thermal column is not used
whence Question 8 may be omitted. Secondly, the whole
measurement can last more than one day. If the duration does
not excaed 98 hour (i.e. roughly 4 days), this can be



adjusted to the format of GQuestion 7. For example, the data
? 186/30/00 64/45/00

indicate a measurement mhich started at 10.30 of the day
given in the subfile identification and ended at 6.45% tuo
days later. If this seems to be inconvenient, we may use any
other time specification for the end of the measurement
because we have Question 1i where ue can explain our approach
and make our comments.

39. Detector identifications

For each detector type or detector material used in the
measurement, two data should be Xnount

- the identifi atior of the data set in CLIB uhich contains
the calibration factors of the detector material at hand
- and some identification of the detector type.

This information is basic from the point of vieuw 0f the subfile
structuret all subsequent numeric data will be grouped according
to the detector types defined at Question 9. Therefore, no
numeric data can be given without an answer to Question 8. The
total number of detector materials may not exceed 20. RemarKst

a/ Program RFIT accepts any string as a detector material
identification <but only the eight first characters are taken
into account). This string will appear in all printcuts which
are related to the subfile. The same string may be used for
the identification of several detector materials. At ZR-6,
standard notations have been establ ishad for the detector
materials used in activation measurements. They are listed in
Table 2.3. Their use is recommended but not obligatory. If no
detector identification is specified in input, program RFIT
genarates names 1iKke ANONYMOL, ANONYMO2, etc.

b/ At the stage of creating the subfile, any (integer) number |is
accepted as a calibration data set identifier. Table 2.3
gives also recommendations for the introduction of new
identifiers. The identifier uill play a role only when
evaluating the subfiles the cal ibation factors belonging tc¢
the foils C(or other detectors) mentioned in the subfile will
be taken from the data set identified. Error messages will be
genearated Iin two cases: firstiy, when reference is made to a
non-existing data set and, secondly, when the subfile refers
to a foil for which no calibration factor is available in the
identifed data set. Of course, this error message appears
only at the stage of the evaluation. 1f zero is specified as
a calibration data set fdentifjier, this means that (according
to the opinion of the experimenter) no calibration factors
apply for the detector material at hand. CAO1 type subfiles
are special cases <see Delow).

c/ Special casess

- In case of resctivity measurements, the experimenter has a
great freedom in defining "dectector materials”: he/she nay
assign all his/her daia to one datector but hae/she may



split them according to his/her neutron counters as uel!l.
I¥ it seems expadient to him/her, he/she may introduce any
other splitting of the data. Any choice he/she makes, tha
calibaration da.a set identifier should be aluays 0 in
case of reactivity measurements.

- There are cases mhen it is expedient to define the
backyground measurements as pertainine to a spacial
detector material. Lhether this is the case it follous
from Question 68. It is trivial that the calibration data
set number should be @ for such an artificial "detector
material®.

- There is an option (see Questions 70, 72 and 73) that
monitor data are specitied as pertaining to a special .
material. (This is analogous to the background data.) It
is trivial that the calibration data set identifier should
be ® for such artificial “detector materials”.

- When the activity of the same foil is measured by diffe-
rent counters, different cal ibation factors can belong to
the corresponding data. In such cases, it is also
expedient to define different detector materials for the
differeni counters in order to be able to specify
different calibration date set identifiers. 1In that case.
it is not necessary to use different detector material
symbols.

~ There is a possibil ity to 9ive the calibration factors at
Questions 66 or 79. If this option is applied for some Of
the materials, the program ignores what is given at
Question 8 for the corresponding calibration data set
identifiers. (For this reason, it may be 0.)

- In case 0f CARO1 type subfiles, the calibration data set
identifier plays a special role: uhen such subfiles are
evaluated, it specifies not the data set where the
calibration factors are to be taken from but rather the
data set which will be created as a result of evaluating
the subfile (for details of this, see Chapters R and 7).

Comment on the foils or detectors used

It follows from the remarks made at Question S that, to a largas
exteant, the definition of the "detector materials” depands on
the considerations of the experimenter. Now, Question 10 allous
to explain the points of view according to which the materials
have been defined at Guestion 9. In that sense, Guestion 1@ can
help to make clear what the "mat~-~ial notations” mean. In
particular, it would be rather useful to explain which detactor
materials' notations are used for background and which ones to
some monitor specification.

Comment on the irradiation conditions

As a matter of fact, only Questions 35 and 6 serve for charac-
terizing the state of the reactor during irradiation. There ares
a 1ot of things which could be necessary to tell what happened
dur ing the measurement. In order to have zn idea of wh-* is
meant here, the following examples are given as to the
information expected at Guestion 11



12.

13.

14,

19.

a1,

_‘s-

- the reactor power could have changed during the irra-
diation: such an event could make somea corrections
necessary for the subfile at hand’

- both for axial and radial macroflux measurements ., the
axial position of the intermediate grid plate can play an
impor-tant role’s nouw, Question 11 allous to tell about
thiss etc.

Comnert on the sketch

Thare may be undefined parameters in the sKketch mentioned at
Question 6. Of course, any other comment on the sketch is
pussible at this question.

Comment on the boron concentration determination

At ZR-6, tuwo methods uwere applied for the determination of the
concentration of the boric acid dissolved in the moderator: a
chemical method which had an accuracy of 6.3 % and a physical
method based on ratios of diluting the moderator with pure
distilled water. Nonw, some information can be given concerning
the vaiue uhich is specified at Question 5. In case of reac-
tivity measurements, Question 13 can be an important source of
information as to how the boron concentration was changed
during the measurement (especially in cases of DROH or DROT
type subfiles),

to 18. Undefined questions
General remark

1§ all previous questions have been ansuered as it has been
explained above, no more information is needed for under-
standing the subfile. If some piece of information doces not fit
into the previous questions, it can be mentioned at Guestion
19. For examplae: when some quantities are not given in the
standard units, this should be noted here.

Pertinent references

1f reports, parers, books uwhich are connected to the subfile at
hand, their references can be given at Question 20.

Description of the activity measur ing device

1¥ a standard device was used, it can be interesting to Know
how it it was set. If a non-standard device was used, its
description would be useful here.

Start of the activity measurement

There are activation measuraments in which the activity of the
activated foils is not measured immediately after the acti-
vation. Question 22 is defined for the sake of such
measurements. The start of the activity measurement is given in
the following form:



23.

24.

23.

day.hour/minute/second.

Here, day = @ if the easurements has been started on the same
day as the irradiation has been started. Similarly, day = 1
means that it has been started the next day and so on. This
time will be taken as t = @ for all running time data specified
in columns 35 to 7 of the matrix *79". If Question 22 is not
answered, the initial moment (i.e. the moment taken as t = @)
will be defined as if

22 ©/9/0/0

were given i.e. day = hour = minute = secund = @ is taken. The
number of ] ines given for Question 22 can b- 1 or more. The
program applies the following convention uhen evaluating the
subfile (see Chapter 6):

- If only one line is given, this defines the initial momant
for all materials.
- 1¥ the number of lines is n22 > 1, the initial moment for
material 3 will be defined as follouws:
® for J £ n22, the initial moment will correspond to
line j7 if the day is negative, the initial moment will
be @ (cf. Section 6.32)s
x for § > n22, the initial moment will be defined for
material j as if Question 22 were not ansuered at all.
It follous from this that the program need not check uhether
the number of lines (i.e. n22) is equal to the number of
mater fals or not. '

Comment on the conditions or the devices of the activity
measurement

Which devices were used for the determination of the foil
activities, this should be described in reports like Ref. [11].
1f something is deviating from the standard, this sould be told
at Question 23. If anything is not convenient to specify. at
Question 21, it may be done at this question, too.

Positions uithin the core

It was explained in Section 2.2.1 that there are data which do
not play any role in the evaluation of the subfile but might
play an important role in its interpretation. As an example of
this, the axial coordinate can be cited at which radial
measuremets have been performed. Such data have no significance
during data evaluation but they might b: essential when radial
neutron fields are interpreted (especially when macroflux
corrections are applied, see at GQuestion 82),

Comment concerning foil cal ibration
1t follous from the explanations given to Question 9 that it

can sometimes be useful to explain houw the calibration data
sets and their identifiers havae been chosen.
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26 to 38. Undefined questions
39. CAMON data

In measurements performed after 1980, a computer controled
activity measuring device has been used the contral sotfuare of
which uas called CAMON [(S). As an ansuer to Question 33, this
program automatically generates all the settings of the
devices.

49 to €66. Undefined questions

2.2.3. Numeric questions

Guestions with numbers 61, 62, etc. are all numeric and
theair formats are more or less strictly determined. Those uhich are
definea for the descr ibed version of program RFIT are explained
belou. 1f the input data happen to make reference to an undefined
numeric question, an error message will be generated and the
subfile can not be created. The format of the input data are given
in Chapter 3. Thus, only the meaning of the questions is exelained
in the present section. Those who are familiar with this, reed only
Chapter 3 when working with PDF.

The most essential information is at GQuestion 79 where a
matrix should be specified separately for each of the detector
materials defined at Guestion 8. Throughout this user's manual,
they are referred to as matrices "79". Within a subfile, the actual
size and structure of the matrices 79" may be different for
different materials but the physical meaning of the individual
columns of the matrices are the same. Consequently, it is
sufficient to define here the matrix only for one material. All
previous questions serve only as complementary datat

- questions defining the structure of the matrices: 83 and 78’

- questions which can simplify the matrix specificationt
82, 64, 63, and 66}

~ questions defining the corrections (see Chapter 2 of Part 2>t
61, 68, 70, 72, 73, and 823 _

- questiors giving the options for calculating the variances (see
Chapter 2 of Part 2)8 88, 71, 73, 74, and 783

-~ additional informitiont 67, 88, 81, and 83.

Questions 81 to 89 (incl.) are related to truly raw
experimental data while Questions 81, 82, and 83 are connected with
the evaluation or are related to results of evaluations.
Furthaermore, in the explanations given below concerning the
physical meaning of the information requirad by Guestions 61 to 83
(incl.), ue shall be concerned also with the problem of how the
data stored In the subfile are converted into variables and
correction factors of the fitting function., However, this xill Dbe
dona only to an extant which is necessary for understandisg the
subfile structure. A complete discussion of this is given in
Chapter 6.
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Most of the numeric questions can be understood only if
the structure and the physical content of the matrix "?3" are
Knoun. Therefore, at first reading of this user's manual ., the
reader is advised to go right to Question 78 and to return to
Question 61 only after having been acquainted with the structure o
the matrix *“73". The amount of the data to be given at Question 78
can be very large. The structure of PDF is defined in a way to
reduce this as much as possible. Such simplifications are possible
if the measurement shows some regularity in the data structure. In
that case, some of the columns of this large matrix can be omitted
because the corresponding information can be gien in a simpler way
at other questions. Houever, these simplifications are not
compulsory but only allowed by program RFIT. In PDF, the follouing
regularities can be turned to advantage as means of simplification?

- Constant quantities: thentaunting time is frequently constant
for all materials. Therefore, it is sufficient to give its value
at Question 62 and to omit column 4 of the matrix *“73" for some
of the materials.

~ Cycles: it is a frequent case that the activity of the activated
foils is measured several times in the same way and order. In
such cases, cycles can be observed in some columns of the
matrix. (This is mainly the case when automatic devices do the
activity measurement.? Then it is sufficient to characterize one
cycle.

~ Constant change of some qQuantititiest the running time and the
axial coordinate (columns 3 and 8, respectively) can have such a
regularity that they change by the same amount from count to
count. There are cases in which this can be observed only within
the cyclez. All this is taken into account at Questions 64 and
653.

- In certain cases, Questjon 66 can be a further help in saving
the specification of some columns of the matrix "73" (see
there),.

In the following, the pPhysical meaning of the data to be
given at the individual questions is discussed. This might appear
hard to follow at first sight but it will become clearer if the
follomwing is taken into account. LWhen the input data are specifiad
for fitting, one has to take care of the following variables <(see
Chapters 1 and 2 of Part 2):

- fitted values y (which can be given at Questions 79 or 80)f

- the x variable of the fitting function ‘which can be given at
Questions 65, 66, 79, and.88, depending c¢cn the actual case)’s

- the t variable i.e. the running time variable needed for the
calculation of the corrections (mhich can be given at Questions
64 or 73);

~ the corrections and the error options.

When evaluating the subfile, program RFIT looks for the values of
the x, t, and ¥ variables at Question 79 (eventually at Question
80) first. lhen the data are not available there, it turns to other
questions. In this sense, there is a certain hierarchy among the
questions which will be defined below, too.
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81. Dead time T of the activity measuring device

One has to specify pairs of data (x, T,) for each detector
material where K is its number and % i3 the dead time (in
se@conds ). Remarkss

- the dead time correction uill be carried nut asccording to
Equs. (2.1.) and (2.3) of Part 23

- i1 the dead time correctior is negligible for all materials.,
this question should be omittad:

- if the dead time is not given for some of the materials,
program RFIT assumas that 3= 0.

62. Counting time T (if it is constant)

The specification of T is analogous to that of the dead time.
If it is not given at GQuestion 62, this means that it is
variable and its values will be given in column 4 of the matrix
*"79". The value of T is used

- for the dead time correction if Guestion 61 is ansuered, and
- 28 a multiplicative correctisn according to Equ. (2.1.b) of
Part 2 i€ it is variable.

Program RFIT turns to Question 62 only if no data ars given in
column 4 of the matrix *73".

283, Cycles

Most measurements show some cyclic regularity. As an example,
let us take the case of N foils the activities of which are
measured M times in such a way that each of the M runs is an
aexact repetition of the others. The specification of the large
data matrix "79" can be sinplified a 1ot for such measurements
if this cyclic regularity is taven into account. Nomw, Question
63 requires to give (N“, M“) for all materials K. Ramarkst

-~ Question 83 may not be omitted if further data are givens

- the number of rous of matrix "73”" will be equal to N‘Mnl

- 1f there is no cyclic regularity, M‘ s | and NK should be
equal to the number of rows of matrix "797%;

- the cycles may be different for different materials;

- background data may be garts of a cycle if they uere
measured according to the cyclic regularity.

64. Equidistant running ti:m

Let t; be the running time i.e. the time when the data in row i
of matrix "79" were measured. We call it equidistant if

. - 2.1
to o=t o+ -4,

14 this is not the case, the running can be given cither in
column 3 or in columns S5, 6, and 7 of the matrin. Control
variable MT serves for distinguithing betueen the follouwing two
casest
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MT = 1 means that formula (2.1) holds for the whole matrix?’
in that case, subscript i runs continuously through
the cycles i.e. its value does not go back to 1 = |
at the beginning of each cycle?

MT = 2 means that either t,; or At (or both) depend on the
cycle i.e2. we have

téi = tjl

for cycle § and measurement { within the cycle where
now {1 = | at the beginning of each cycle.

+ 1 - ‘)Atj 2.2)

The program turns to Question 64 only if no data are given in
columns 3 or 3 to 7 of the matrix 79",

Equidistant axial coordinate

Let z; be the axial coordinate inside the reactor at shich the
data in row { of the matrix "79" uere measured. Its values are
normally given in column 8 of the matrix. Thincs are sinpler if
it is equidistant i.e. if

z; =z, + (4 - 1Az. 2.3
Control variable MX serves for distinguishing betueen the
follouing tuo casest

MX = 1 means that formula (2.3) holds for all cycles’
subscr ipt { returns to { = | at the beginning of each
cycles '

M = 2 means that either z4 or 4z C(or both) depend on the
cycle i.e. Me have

dv

for cycle 3 and measuremant §{ within the cycle where
i = 1 at the beginning of each cycle.

2'e= 2. ¢ (4§ - 1)4z2. (2.4)
41 4

The z; values calculated in this way will become the values of
the x variable of the fitting function (see e.9. Chapter | of
Part 2). The program turns to Question 635 only if no data are
given neither in column 8 of the matrix "79" nor in column 3 of
the matrix "66". When evaluating spectra given at Question 80,
Question 63 is ignorad since the values of the x variable will
be taxen from Question 80.

Questions 64 an 65 are formally identical for both values of
the control variables. Note, however, that options MT = | and
M s 1 mean different things if there are several cycles.

Datas for the individual foils

Question 66 can be rather useful when simplifying thas specifi-
cation of the matrix "79" in case of activation measuremants.
In matrix 78", segveral rows can be related to the same fo0il.
Data like the coordinates (cclumns 8 and 9) or calibration
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factors (column 12) are unambiguously determined by the
identifier of the foil uwhence it is sufficient to give only the
identifier at Question 79, and to give the correspondence
betueen the other data and the identifiers someuhere else. Nom,
this is the role of Guestion 66. Here also, ue give a matrix
which can have 5 columns at maximum. The correspondence of the
individual columns of matrices "66" and "79":

column column
in matrix "€6" in matrix *79°"

B it A o

The most frequent case is that conditiomnal notations <(column )
are used at Question 79 which are then interpreted on the basis
of the matrix "66". Remarks:

- as to the physical meaning of the individual columns, see
the remarks at Question 79;

- &11 foils should be mentioned at Guestion 6S uhich appear at
Guestion 79 else an error message ukill be generated when
evaluating the subfile’

- the program turns to Question 66 only if some information is
missing in the matrix "79”7;

- i¥, for some material K, all columns which are given at
Question 66 are missing at Question 79, the program consi-
rfers matrix "6E" as a minor of matrix "79" which enters for
each cycle repetitively’ a necessary condition of this is
that the number of rows of matrix "66°" must be equal to NK'

The use of matrix "66" is illustrated by the follouing simple
example. Assume that matrices "66" and "78" are the following
for some materials

matrix "66" matrix "79*"
col. 1 col. 2 col. B col. 1 col. 19
1 47 2.87 3%41
2 353 1.87 4139
3 28 1.18 951



87.

68.
v0o.
ve.
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This is equivalent to the follouing matrix *?79° what shous that

ue can really spare a substantial amount of input data with the
help of a matrix "66":

col. 1 col. 2 col. 10 col. 12

- D D On e P D D D — - > G S P S D WD Gy o

1 4?7 3341 0.87
e 33 4139 1.07
3 28 4311 1.13
1 97 3223 e.97
e S3 4293 1.07
3 a8 4479 1.13
1 47 3699 Q.97
a2 33 4862 1.07
3 €8 4871 1.15

Hexagonal coordinates of the core caentre
Five numbers are required at Question 67t

(h1@, h26) - the hexagonal coordinates of the core centre,
p - the lattice pitch C(in ecm), and
<hiil, h2t) - the hexagonal coordinates of a lattice point
neeadad for fitting function No. 43 (see Figure
1.9 of Part 2).

I¥ Question 67 is omitted, program RFIT takes the following
defaulit valuass

hig = h2g = 33
p = 1,27 cm.

If Question 67 is answered., one may give either 2 numbers
(namely, the core centre data h10 and h28) or 3 numbers
(namely, the core centre data and the lattice pitch) or S
numbars (all those listed above). 1f only 2 are given, the
default value is taxen for p. These data will be use«d for the
conputation of radial coordinate according to Equs. ¢1.28),
(1.21), and (R.12) of Part 2 (cf. also Section 6.3.1.3).

Laboratory background
Decay correction
Correction for detector sfficiency

In Questions 68, 78, and 72, control variables KORA, KORD, and
KORE, respectively, serve for distinguishing betusen the
options listed below. 1f the corrections are computed by some
formula, this is based on running t.me t <(colum 3 or columns
%, 8, and 7 of the matrix "79" or the values specifiad at
Quastion 84), The options are the following!

® - the correction is not apr!cdﬁ
1 - the correction is given in matrix "79"J
2 - the corraction is given by the formulia
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M A pr(-)t‘- ) (2.%)

where constants A and A are the sama for all cycless
3 - the correction is given by the formula

P By exp - Nt 2.6>

uhere constants A and Aduary with the cycle (i.e. mith
subsrcipt j)3

4 - jinterpolation of monitor data where the monitor is a
special foils

S - interpolation of monitor data which are given as
belonging to a special material: .

6 - averaging of monitor data where the monitor is a special
foil, fuel element, etc.?

7?7 - averaging of monitor data which are given as belonging
to a special material;

8 - the same as option 4 but the monitor is identified not by
the f0il number but by a given value of the coordinate.

These options are summarized in Table 2.4 where it is also
indicated which input data are required uhen the subfile is created
(see Chapter 3). The use and role of monitors are explained in
Chapter 2 of Part 2. Note that the options determined by control
variables KORA and KORD are not the same here as in Part 2t we have
more options here than there. When the subfile is evaluated,
program RFIT will do the necessary conversions (see Chaptar 8).

Remarks concerning the laboratory background (Question 68):

~ for & constant background, use options 2 or 3 with

= 0 or f' O, respectivelys

~ §n case of otpions 2 and 3, the bacKground is related to the
same counting time (T) as the fitted values y: if T is
variable, A should be given for unit counting time while it
should be related to T if the latter is constant (refer to
Sections B.3.5 and 6.3.8 for further details),

- options 4 and S are needed when the background changes umith
time according to a function smhich is determined experi-
mentallys

- options 6 and 7 are relevant only #cr the backgrounds

- it is a convention in program RFIT that the foil identifier
for bakcground foil -monitor data should be 8 (in case of
options 4 and 6).

Remarks concerning the decay correction (Question 70)s

- mainly options 2, 4, and 3 are used for the dacay
correction’

- option 3 is a principal possibil ity of approximating a decay
correction which is not strictly exponentials of course, the
cyclas should be defined accordinglys

- the decay correction is special for fitting functions NNo.
30 and 38t the datails are discussed in Section 6.3.7.
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Remarks concerning the detector efficiency (Question 72>t

as.
7.
73.
74.
76.

- options 4 and S have been foreseen for this correctiont
- program RFIT accepts data for Question 7?2 but this has not

been used in the practice of the ZR-6 experimentss conse-
Quently, thair use is not elaborated and these data are not
taken into account during the evaluation of the subfiles.
(This remark appl ies to Question 73, too.)

Error of laboratory bacxground

Error of decay correction

Error of correction for detector efficiency
Error of counts

Error of x data

Here, ue speak consequently on experimental errors although the
program works with variances (i.e squares of the errors). In
Questions 69, 71, 73, 74, and 76, control variables MJda, MID,
MJE, MJY, and MUX serve, respectively, for distinguishing
hetween the options listed below?

no correction’

Poissonian random variable (varjance approximated by the
count??

constant variance;

variance given to each measured value (this option is not
to be used in PDF)?

constant relative variancer

Pasissonian random variable (variance approximated by the
fitted funrtion - this option is not to be used in PDF)s
the counting time is measured by a preset scaler uhile the
preset count is constant (zee Appendix 2 of Part 2);

the counting time is measured by a preset scaler while the
preset count varies with the cycles.

These cntions are summarized in Table 2.3 where it is also
indicated which input data are required when creating the
subfile (see Chapter 3). Remarkss

if a correction is obtained by interpolating or averaging
some monitor data, the error option of the monitor data
determines the error option of the correctionfs in such a
case, it is useless to specify the error option for the
corrections the error option specified at Guestion 69 is
taken into account oniy if the option is 1 at Guestion 68
(cf. Sections 6.3.8)¢ since option § is not alloued at
Question 70, tha error option eventually specifiad at
Guestion 71 is always ignored (cf. Section 6.3.7)

if no option is given for the error, the program takes the
default option which is option 13

a vanishing variance can be specified via option 2 with

cC = 95

when option 2 is specified at Question 69, parameter C
should be related to unit counting time if T i3 variadble
while C should be related to T if the counting time is
constant (cf. Sections 6.3.3 and 6.3.8, and the remarks mace



to Question 68))
= the role of option 8 varies with the respective variablet

2 MA = @ is interpreted as a Poissonian variable if
KORA = ] at Question 68’

* MY = @ is interpreted as a Poissionian y3

* MIX = © means that the variance of the x variable is
zero}’

T MD = 0 and ME = @ are irrelevant (see remarks above).

75. Remanent activity

There are detectors whose activities do not decay completely
until the next irradiation. This is {he case e.9. when the fuel
rods are used as detectors of the fission rate. Their remansnt
activities are measured immediately before they are activated.
Such remanent activities have to be given as data corresponding
t0 a special material. One should not forget to give background
data for the measurement of the remanent activity at Questions
68 and 69 (cf. Equ. (2.133 of Part 2). The correspondence of
the remanent activity data and the other activities is
determined through the foil identifiers (i.e. columns 2 of the
matrices "79”" or columns 2 of the matrices "66").

7?7. Undefined question
3278. Columns of the matrices *79"

Question 78 defines the columns of the matrices "79%. For each
material for which a matrix will be given at Question 79, it
shouid given at Guestion 78t

- houw many columns are there in the matrix "739" and
- which are the numbers of these colurmns.

As explained belou, the physical meanings of the individual
columns of the matrix "79" are strictly defined but this does
not necessarily mean that the input data should contain the
columns in that order. The order of naming the columns at
Quastion 78 indicates the input order of the columns. The
program will restore the natural permutation when the subfile
is created. This feature of program RFIT is sometimes of great
help in the practice. As an example, let us assiing that ue have
a large matrix consisting of columns 2, 8, 8, 10, and 12 which
is punched ready for input but ne are faced with the follouwing
problemt the hexagonal coordinates (f.e., columns 8 and S) are
given systematically in reversead crder and the calibration
Tactors (i.e. column 12) have been punched immadiately after
tha foil numbers (i.a column 2), Then, at Question 78, it 'is
sufficient to 9give the following order of the columns for that
matr ixs '

g, 12, 9, 8, 18

upon which the program will restore the natural order of the
columns,
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Data

The results of all measurements performed at critical assembly
ZR-6 can be represented in the form of a matrix the columns of
unich contain (see explanations later):

conditional identifier of the foil,
- {dentifier of the foil,

~ running time,

~ counting time,

day of starting the measurement,

- hour of starting the measurement,

- minute of starting the measurement,
- coordinate of the detector,

- coordinate of the detector,

10 - fitted variable vy,

11 - background,

12 - calibration factor.

OB ~NOADWN -
'

These data form the rows of the matrix "79" which is usually
given for every material defined at Question 3. In case of
DRDH, DRDT, and R281 (R282 and R283) type measurements, a
special approach is necessary which is explained at Question
80. General ~emarks concerning Question 79:

- if a material is mentioned at Question 79 for which data are
missing either a1 Questions 63 or 78, this will generate an
error message and the subfile will not be created’

- normally, a matrix "79” is assumed to be created for each
material defined at Question 9 but it need not be nece-
ssarily the cases omission of the matrix *"79” can lead to an
error meassage only when the subfile is evaluateds

- not all columns of this matrix need to be given but only
those uhich apply for the material at hands however, cclumn
10 is essential if the matrix is given at all.

Comments on the individual columns of the matrixt

- The conditional identifiers of the detectors (or activation
foils) are used mainly whaen the activities are measured by
some automatic foil exchanger (or some analogous device) in
the output of which the identification of the foils can be
different from their oun identifiers. In this case, one has
to specify at Question 66 which foil identifiers correspond
to the conditional ones. 1§ data are missing at Question 66
for a conditional foil identifier mantioned at Question 79,
this leads to an error massagea when the subfile is
evaluated.

~ The foil identifiers given in column 2 of matrix "79" (or
column 2 of matrix "668") must coincide with the numbers
appearing in the cal ibration data set eventually given at
Guestion 9 for the material at hand. The foil identifiers
Nill become the values of the x variable when CRO1 type
(i.e. foil calibration) measurements are evaluated by task
EVAL (see Chapter 6). In addition to this, they are needed
for task EVAL also for the determination off
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% the fo0il calibration factors (if they are not given in
column 12 of the matrix "?9"):

% the remanent activity (see at GQuestion 73);

® the decay and/or background corrections <(uwhen KORD = 4,
KORA = 4 or 6, see at Questions 70 and S8, respec-
tively s

® the macroflux correction (see Question 82)5 this use of
the foil identifiers is restricted only to those mhich
are given at Question 66’

x the x variable in case of spectral measurements if the
pos ition numbers are not given in column S of the matrix
"78".

1¥ a fo0i) identifier is negative, this can lead to errors
when evaluating the subfile. Therefore, it is advisable to
avoid the use of negative numbers as foil identifiers.

The running time can be given in column 3. If this is the
case, columns 5, 6, 7 are not necessary. In most cases,
however, the running time is a calculated quantity the
calculation of which is based on columns 35, 6, 7 and on
Question 22. (Normally, not the running time itself but the
data to be given in columns 5, 6, 7 are the raw data.) 1#
the running t:me is missing at Question 79, the program
looks for it at Question 64. (In this latter case, the data
eventually given at Question 22 are ignored.) Anyhou, the
running time is needed only when some corrections apply. As
to the day (i.e. column 3), day = O means the same day as
specified in tre subfile identifier. Would a2ll data be 8 in
column 3, the whole column may be omitted since this is the
default value for it. Anyhow, adding multiples cf 249 hours
to the values given in column 6 always allcocws to omit column
3 completely. (All this is up to the consideration of the
exper imenter.)

Column 4 contains the length of the time interval during
which the fitted value given in column 10 was measured. The
role of the value given here is twofold?: €firstly, it will be
used for the calculation of the dead time correction factor
(if a dead time different from zero is given for this

mater ial 2t Question 61) and, se¢condly, it will become a
multiplicative correction factor (cf. Chapter 2 of Part &)
since the program assumes the measuring time variable if it
is given at Question 79 (without checking whether all
elemants of column 4 happen to be equal). When it is not
given here, the program looks for it at Question 62 if a
positive dead time was specified at Question 61 for the
matear izl at hand.

The phys ical meaning of columns 8 and 9 varies with the type
of the measurement and, to scme extent, alsoc with the
fitting function. (All what is stated below for these
colupns of matrix *79" apply to columns 3 and 4 of matrix
"86" mutatis mutandis.) Anyhow, the data given here will
yield the x variable of the fizting function, Originally,
columns 8 and 9 were foreseen for the first and second (i.e.
the roman and arabic, respectively) hexagonal coordinates of
the core position in which the foils (detectors) specified
in column 2 were irradiated. This interpretation remains
valid for radial macroflux measurements <(cf., Table 2.2).



Program RFIT tolerates tha follouing carelessness heret

% there is a common convention that hexagonal coordi-
nates hl and h2 may be united in one single variable
as

h =2 hl ¢+ h2/100 2.7

the value of which may be put in any one of columns 8
and 9: the program uill find it and will recognize
that this convention has been applied:

% in case of some measurements, only the radial coor-
dinate r ‘cf. Section A.1.2 of Part 2) is given in the
subfile; now, the program will recognize this, too,
and the correzponding data may be given either in
column 8 or column 3. (As tc how do program diffe-
rentiates betuween these cases, refer to Section
6.3.1.3.)

There are further special cases:

2 For axial measurements (cf. Table 2.2), the axial
coordinate is supposed to be given in column 8. 1f it
is not available at Question 73, the program turns to
GQuestions 66 and 65 ¢(in this order).

2 For azimuthal (MIO6 tyre) measurements, the azimuthal
angle is supposed to be g3iven in column 8. 1f data are
not available there, the program turns to Questions 66
and 65 (in this order).

%2 For DRDH type measurements, the moderator level data
are supposed to be given in column 3 but they are not
used when the subfile is evaluated cince the directly
measured data are supposed to be stored as spectra at
Question 80.

2 For DRDT type measurements, the temperature data are
supposed to be g9iven in column 3 but they are not used
wnen the subfile is evaluated since the directly
measured data are supposed to be stored as speactra at
Question 80. There are case:z in which the core tempe-
rature was measured in severul locations of the core
in order to check whether these data show some
dispersion. 1¥ so, the rauw results of the tenmperature
measurements themselves are given as "spectra” at
Question 89 and the identifiers of the relevant
spectra are given in column 8 at Question 78. ¢(In that
latter case, a comment at Question 24 can be rather
informative and helpful for those who try to inteprets
the subfile long after the exper iment has been
performed.)

% For MIOZ type measurements, columms 8 &nd 3 contain
the data relative to the macroflux correction (see
Guestion 82> and the position data required by fitting
functions NNo. 32 and 38 (cf. Section 1.2.10 of Part
2), respectively. As to the position data, the gencral
rule aprlies?! if no data are given in column 3 of the
matrix "79", the program loors for them in column 4 of
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the matrix "66". If no data are given there, neither,
an error message is generated. The macroflux
correction data, houever, are e.:ceptionst the program
looks for them only in column 3 of the matrix "66" and
fgnores uhat is eventually given in column 8 of the
matrix *“79“. The fact is that actually r) subfile
exists xhich would contain such data at Wuestion 79.

Spectra

There are complex measurements which cannot be evaluated in one
step. Examples of this are the experiments in umhich thin cuts
of the fuel pellets are actijvated in selected positions of the
core. In the thin fuel pellets, the Np-239 and Ce-143 acti-
vities are determined in the follomwing way. The gamma-spectra
emitted by the irradiated fuel cuts are measured by a Ge-Li
semiconductor detector. One of the Gaussian functions NNo. 16
t0 19 can be fitted to these spectra. The areas under the res-
pective Gaussian peaxs are proportional to the activities of
Np-239 and Ce-143 built up in the fuel cuts. I1f this measure-~
ment is compared uwith foil octivation measurements, it is seen
that the fitted peak areas may be considered as the data which
normally come into column 10 cof the matrix "79°. It follous
from this that a data storage system of raw experimental data
would have to accomodate a whole measured spectrum in each
element of column 10 of the matrix "?3"., Now, this problam is
solved with the help of Question 802 cnly the identifiers of
the meausured spectra are given in column 18 but the spectra
themselves are stored at Question 80. As a matter of fact, the
possibilities of Question 80 uere used mainly in case of DRDH
and DRDT type subfiles for which the spectra contain the
results of doubling time measurements. As a rule, some expo-
nential fitting function (e.g9. NNo. | or 3> is applied for the
determination of the reactivity first which can then be consi-
dered as "data” in subsequent evaluations. As already mentioned
at Question 79, the results of the temperature measurements are
also stored as spectra in some DRDT type subfiles. Remarks
concerning the evaluation of the spectra:

- No corrections other than the dead time correction may be
appl ied. The latter is based on the information given at
Questions 61 and 62. This means that only such spectra may
belony to the same material for which both the dead time and
the measuring time are the same. This circumstance can
influence the definition of the materials at Question 9.

- The x variable can be only equidistant i.e. one must have

x“ = x4 (f - 124x (2.8
for channel 1 of the spectrum where Ax is the channel width
of the analysar used for measur ing the spectrum., Parameters
x4 and Ax are given along with the spectrum and the data
eventaully given at Questions 63 or 79 are ignored.
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Point drop 1imits

The point drop limits are normally specified along with the
input data given for data evaluation. Homever, it is sometimes
expedient to store them in the subfile itself. This is the case
e.9. when the data defining the point drop 1imits are compli-
cated. Anyhou, the program takes these data into account only
if no pnint drop data are given for the actual evaluation (see
Chapter 6). The point drop options available here are similar
to those described in Chapter 6 of the present part and Chapter
3 of Part 2 for fitting tasks EVAL and RFIT. As there are some
differences, the options are exposed here fully in order to
avoid annoying cross references uwith other chapters. Tuwo
variables are necessary to characterizing the point drop datat
the number nf point drop steps (NSTEP) and option variable MST.
NSTEP can range from 1 to 20. "- exposed in Section 2.1 of Part
4, the point drop limits are defined in program RFIT by
intervals of subscript i (see Equs. (2.8) of Part 4). This is
the basic option corresponding to MS3T = 0. In some cases,
houwever, it is simpler to define the point drop limits on the
basis of the x variable. The possible values MST and the
corresponding options are listed as follows: only such points
will be taken into account in an individual point drop step for
which :

- subscript i belongs to a given interval (M3T = 8);

- the value of the x varjable belongs to a 3iven interval
(M3T =1 or 2>

~ the value of the x variable is different from given values
(M5T = 3 or 4);

- the value of the x variable telonge to a given interval and
it is different from given values (MST = S or 6); this is &
combination of the previous tuo options.

It no data are given for some material, the default values are
taken when evaluating the subfile by task EVALS

NSTEP = 1
MST = ©

and no points are dropped in the fitting. Here, options 1, 3,
and S are the same as 2, 94, and 6, respectively. These options
are different only for fitting (i.e. for RFIT and EVAL)>. When
M3T = 8, the subscript 1imits for i should correspond to the
set of the x values resulting after the determination of the
decay correction factors (for KORD > 3) and the background
corrections (for KORA > 3>: the data belonging to the monitors
will be left out, and the points will be reordered in ascending
order of the x values.(See Chapter 2 of Part 2, Questions 68
and 70, and Sertion 6.3 for further details.) When MST > @, the
subscript 1imits will be computed after the corrections.

Macroflux correction

The role of the macroflux correction is given in Equs., (2.1) of
Part 2. One has twn options in PDF for its specification
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controlled by option variable KORM whose valuas can be:s

B - no macroflux correction:;
f - the correction factors are calculated by the formula

Ma = coslBg(z - 25)] . (2.9

where the values of B; and z, are stored at Question 8Z and
those of 2 in column 3 of the matrix "66":

2 - the correction factors themselves are given in column 3 of
the respective matrix "66".

It follous from the foregoing statements that no information
stored at Question 79 is used for the determination of the
macroflux correction. It may be necessary for MiOoZ type
subfiles. The values of B; and 2, to be used in Equ. (2.8) are
usually estimated on the basis of macroflux measurements.
Variable z appearing in Equ. (2.9) is typically the axial
position at which the foil was irradiated. There are cases,
houever, in mhich one has to correct for differences in the
radial positions, too. Option KORM = 2 has been introduced for
the sake of such cases. For practical reasons, the macroflux
correction factors will be treated formally as foil calibration
factors when the subfile is evaluated i.e. they will become
calibration factors 1if no true calibration factors have to be
taken into account else the products /"c/”a will appear as
calibration factors.

Results of spectrum evaluations

The evaluation of spectra requires a lot of computing time,
Therefore, a special question has been introduced for storiny
the results of such evaluations. The format of these data is
the same as that of Question 66 while the meaning of the
columns is different:

i1 - the identification number of the evaluated spectrums?

2 - the number of the fitting function used (MODE)’

3 - version number (if the same spectrum has been evaluated
more than once)s

4 - the fitted value of the parameter’

S - the error of the fitted parameter.

In the present version of program RFIT, Question 83 serves only
for documentation i.e. no direct evaluation of the data stored
thare is possible as yet. It should also be noted that, due to
seavere complications not discussed here, the results of a
spectrum eveluation can not be included into the subfile
automatically. Maybe these drawbacks will be eliminated in
later versions of program RFIT Cespecially as far as the formar
ona is concerned).

849 to 98. Undefinad questions
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 EEPREE 1

1 cro1 1
1--~--- 1
1 TRe: 1

1-=~=--1

1 TRO2 1

1
1 DRDH 1
CEREETS
1 DRDT 1

1 MEAS 1
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1. Subfile types

- -

definition
I rad. 1 foils inside
I--==-- 1
spatial I ax. I the fuel rod
l-=-—=~= | e bl
distribution I rad. 1 foils on the
) 1
of reaction 1 ax. I clad surface
| e et B DT Dl g
rates I &x. 1 wire activation
Jre—ae ) R it bt
I rad. 1 fuel activity
==~~~ 1 measured by a
I ax, I scintillator
[-====- | R bl l D b
I rad. 1 fuel activity
1 1 by ion. chamber
______________ I--—---l-_---_-_-.—--.—--.—-

microdisiribution in the fuel rod
measured by foils

- . 0 . A S G . — S p M e - ey e

spectral ratios measured by foils

azimuthal distributicn

measured by foils
1 Ger‘Li) detector
activity of J---v--ce---rommroccercoo-
fuel pellets I column chromatography
measured by I------s-eoremccrcsnoooo-
1 paper chromatography
-------------- l--------_---—-——--_----_
calibration of foils
.............. l--—------------—--------
track 1 microdistribution
l'_--'--°-"-_'-'----'37r
detectors I fast fission index J

9§/>H measuremant

oo P L L L L L L T P T R L P X

.§9v31 measuremants

P L L L L L L PP P

other types of maasuremant

bl bmd g bed b

]

.................. l
cal ibraticen data 1
set numbers 1

.................. l
Cu: 10@0-10639 1
Int 1380-1399 1
Dy: 1498-1499 1
Au: 1590-1539 1
Eu: 1690-16939 1

small foils? I
. 01-,.30 I
ring foils: |
. e31-..99 1
.................. l
1

2000-2999 I
I

1

1

I

.................. l

Dy: 30060-3039 1

: 3180-3148 1
Eus 3159-3189 1
In: 3200-3299 I
Cut 33900-33399 1
u: 3300-3399 1
Put 3900-3999 1
__________________ l
1

1

4000-9839 1
.................. l
1
.................. l
1
.................. 1
1

...... - - -- 1
1

............ commm-]
1
------------------ 1
1
.................. 1
1

...... R, T |
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Table 2.2. Defined questions

| Rl | St | R e itk ettt T 1
I No. 1 type 1 definition 1
| e el R ittt bbb DL Dt e D D T 1
1 1 1 text 1 purpose of the measurement 1
Jovmew R ) R et D ekttt e L 1
1 21 text 1 name of the person who prepared 1
1 1 1 the measurement 1
) ) e ekt ) R et et e et 1
1 31 text 1 name of the person who performed . 1
1 1 1 the measurement 1
| b e it | e mm————— e ettt D bbbl bt St 1
1 9 1 text 1 name of the operator in charge 1
) O ) B et | R et e n e b LD L L D e Dl Lt L 1
1 3 1 numbers 1 parameters characterizing 1
1 1 ) the reactor state 1
I~==-- I~~—ommom- | e e X
? 6 1 text 1 sketch number 1
| Rl E DD e it bl e Db ettt 1
I 7 1 numbers [ start and end of the irradiation in 2ZR-6 1
) e e et et LRt e 1
1 8 1 numbers 1 start and end of the irradiation 1
1 1 1 in the thermal column 1
| R ) e et | e itttk Rt b e D Dl e e T 1
1 29 1 numbers | detector identifications 1
e ) | e e ettt L L R DDt D tadatd 1
1 1801 text I comment on the foils or detectors used I
) e Jrmeermem—e R e e et bl Lt Dt L atated 1
1 111 text 1 comment on the irradiation conditions 1
| e D e R | R e e et bt Rt Db bbbttt i
1 121 text 1 comment on the sKetch 1
| EX L LTS X  td Gl et T ettt Lol 1
I 131 text I comment on the boron concentration 1
1 1 1 determination 1
S E L L | e T e DL L P DL 1
1 181 text 1 general remark 1
Jemomalomnnn e Jocemrccemmrce e aa e e e e g 1
1 fo 1 text 1 pertinent references 1
| EELEES E L el Joeeormmemaee e R e e L D R LS T —e=~]
1 21 1 text ] description of the device used for 1
1 1 1 measuring the activity 1
| | e Y LTS £ e L L L L Ll il b bl b Ll bl dd 1
I 22 1 numbers 1 start of the activity measurement 1
[rocce]eanenccnaa ) L L L L P I e e D cmsr e e 1
1 231 text 1 comment on the conditions or the devices 1
1 1 1 of the actjvity measurement 1
| LR Jroooncrama ) e L e L L LD LRt Lt ikl d 1
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I No.

| R,
1 24

] .....
1 23

| T
1 38

} E .
1 61

1

| (e ppp—
1 62

l .....
1 263

| T p——
1 64

] _____
1 65

] _____
1 68

] .....
1 67

] _____
1 68

| T
1 69

| .
1 78

1 _____
1 71

| [ ppp——
1 72

| -
1 73

1

| T
1 74

] .....
1 75

1 78

1 .....
1 =278

| P
1 279
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(continued)

"""""""" aetinition
‘positions uithin the core :
“comment concerning foil calibration i
“camoN aata i
“dead time of the device used for ’
measur ing the activity
Ccounting time T Cif It 1s constants 1
Ceyeres T i
.......................................... 1
equidistant running time 1
‘equidistant axial coordinate :
‘data for the individual foils :
Thexagomal coordinates of the core center I
‘backsround specification !
“error of background :
“decay correction i
“erro of decay correction !
“correction for detector efficiency :
“error of correction for i
detector efficiency 1
........................................... 1
error of counts 1
.......................................... 1
remanent activity 3
........................................ -]
error of x data 1
.......................................... ]
columns of the data matrices "79° 1
.......................................... 1
data 1
........................................ -=l
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Table 2.2. (continued)

) R e o ) e et Lt Dt ot et L 1
I No. I type I definition 1
[-~--c]-mrmmmnm— | et et bt B B L e Tt 1
I *80 1 numeric [ spectra 1
| J-—emmmm——— | et T P 1
I 81 I numeric 1 point drop 1imits 1
[-~==~ | R it | R R it D 1
1 82 I numeric I macroflux correction 1
I-=-=- ) e ) e et et 1
1 33 1 numeric 1 results of spectrum evaluations 1
L ) e it ) e it b e e 1
Table 2.3. Symbols of detector mater jals to be used at Guestion 9
J--erremn=- R e et 1

1 symbol 1 materijal 1

- el e L 1

10YAL3.1 I Dy O in Al, § m9/cm of Dy O 1

I DYAL3.®8 1 3 % of Dy in alloy with Al {

1 DYRL19.©9 1 18 7. of Dy in alloy with Al 1

) R it | e el D T e |

I 1IMAL1.® I 1 Z of In in alloy with Al 1

1 INALO.G3 | B.43 7 of In in alloy uith Al |

) B e el R et e et 1

1 EUAL19.8 1 10 7 of Eu in alloy with Al 1

1 EUALS.8 I S % of Eu in alloy with Al 1

| R ket R e e L e L e el L 1

I MNNI24.0 1 29 7% of Mn in alloy with Ni 1

1 MNNILIO.®D 1 10 7 of Mn in alloy with Ni

I MMAL1IO.O I 10  of Mn in alloy with Al 1

| | L L et EE R EE L LD L 1

1 UAL17.@8 1 17 % of U in alloy with Al I

1 1 (enrichment: 8@ %) {

jrreccecan- | e R e e e e L e e D e DR DD 1

1 PUALLI?7.8 1 17 Z of Pu in alloy with Al 1

Jeecomnaan- | e it Dtttk 1

1 AU109 1 gold metal

1 AUAL3.85 I 3.85 ” of Au in alloy with Al 1

| e S B et L L LD LIS 1

I cuio® I copper metal 1

| e T ) R LDl L i b L L D Dt et 1

1 FUEL 1 fuel element used as detector 1

1 FUEL1.6 1 1.6 ” enriched fuel peallet I

1 1 used as detector 1

I FUEL3.6 [ 3.6 ¥ enriched fuel peallet 1

1 1 used as detector 1

] FUEL4.9 I 4.4 ” anriched fueal pellet 1

1 | used as detector 1

Joeocroocna- Jreermccemcneen e ———aa e 1
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Table 2.4. Options for specifying corrections

s - v - L " D - —n m em am = = .-

Notations:
N - identifier of the monitor foil
K - number of the material uhich is the
monitor
x - the special value of the x variable
which identifies the monitor
n ~ the number of data taken for the inter-
polation’ a positive (negative) value of n
means logarithmic (1l inear) interpolation
N.B. In the described version of program RFIT, n = 2 is
taken independently of wuhat is in the subfile.

) R et ettt Dol bttt - | R bl b 1
1 KORAR 1 1 input data 1 1
1 KORD 1 definition 1 at Guest. 1 remarK 1
1 KORE 1 1 68, 76, 72 1  {
) e e R ==~ ) e e ket T 1
I ® 1 no correction 1 nothing 1 1
[~-ee=- | R ekt e bt | R ashades | e g Sm———— 1
1 1 1 correction given at 1 nothing 1 only for background 1
1 I Question 79 1 1 1
[~ e et T Tt ) et e e L L P 1
1 1 ﬂtexp(-ht“) 1A, ), dni*1 orly ) is given for 1
1 2 1 (A and N\ constant for I I decay corraction 1
I I a material)d 1 1 since A = 17 as to 1
| Joror e e - Jocrrcnmrnee= I variable counting L
1 1 ﬁ'noxp(-lit;) 1 IR, AL, I time, see remarKks 1
1 3 1 (A; and )\a‘ vary with 1 (AR, for 1 at Questions 68 and 1
1 1 cycle index Jj) I Jy=1,...,M,21 68 1
Jrmmm—- e e L T ) e it | R e et 1
{ I logarithmic <(linear) 1 1 since N=@ for the 1
1 4 1 interpolation of n I N, n ¢-n)> 1 backgyround, only I
1 1 fo1l monitor data (N> 1 1 n (-n)> is given 1
Jerem—- | e L et e T e | e e | ke DL L LDt R 1
1 I logarithmic (linear) 1 H 1
1 S 1 interpolation of n 1 K, n ¢-n> 1 1
1 1 monitor data given as | 1 1
1 I a2 special material (K)>I I 1
Jommem- | R e L R Ll e Ll Jrmmm e | e e Ll e e -=-1
1 1 averaging of foil 1 I since N=@ for the 1
I 8 I monitor data (N) 1 N 1 background, nothing 1
1 1 1 I is given 1
Jorev—- | et e L T Ehl | e ) Jormaem—- cemsaa—— —eme-]
1 1 averaging of monitor 1 1 1
I 7 1 data givean as a 1 K 1 1
1 1 spacial material 1 1 1
| | R R e m e n e —-———— R ) Rk et m - 1
1 I the same as 4 but the 1 1 1
1 8 I the monitor is given 1 x,, n (-n) 1 1
1 I by & xg® x 1 1 1

| PERERS T nE D et R T el 1
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Table 2.5. Options for specifying errors

Notations:
- the value of the variable concerned
C - its variance
N.B. Concerning option Mi = 8, gsee remarks at
Questions 69, 71, 73, 74, and 76.
MiX = 7 generates an error message.

[emccnmcan-— R D ittt b J-—=—emrmmm e 1
I MdA, MD,1 1 input data at 1
1 ME, MIY,I definition I Guestions 69, 1I-
I MR 1 1 78, 73, 74, 76 1
| R et ) e e it D Jrm—mmemremccnnaa 1
1 o 1 see remarks at N.B. 1 nothing 1
Joemccomna- | S et DD St ) 1
1 1 1 Poisgsonian data 1 nothing 1
) R el | R e btk Dttt | e 1
1 2 I constant variance I C 1
| O e T e i e LDt | it b 1
1 3 1 variance given point- 1 nothing 1
1 1 uise (not to be used) 1 ’ 1
| R et | e e L L R LDl St ) e et 1
1 ) 1 constant relative 1 1
1 1 variance 1 (/u/C) 1
| e L R e D ikl J--mmmememmmeenna 1
1 S 1 Poissonian data I nothing 1
) E L L et L R e ) e il d ettt 1
1 1 the counting time is 1 1
1 8 1 measuyred by a preset 1 preset count C 1
1 I scaler 1 1
) R e ) R it L L e D L ) e et  {
1 1 the same as 6 but the ] preset count C 1
 { K4 1 preset count varies 1 for each cycle 1
1 1 with the cycles 1  {
| e e L et LI P LD DL Ly e et 1
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3. TasxK NEW =3 creating new subFfFiles

The files composing PDF are described in Section 5.1. New
subfiles are created on the temporary disk file 77 via the SYSIN
input. The rules of this are described in the present chapter. It
is explained in Chapter S5 houw to use these subfiles further and how
to record them to the permanent disk files 80 and 81 and magnatic
tapes 60 and 6i.

3.1. General structure of the input data

- - - v - A e - -

The general structure of the input data is illustrated in
the next page. As this scheme shows, the overall structure of the
input data is:

- the data are introduced by task Keyword NEW ,

- the data belonging to a subfile are introduced by the subfile
identifier,

- the ansuers to the text and numeric questions are separated from
one another by a line containing only "++++",

- the data belonging to a subfile are also terminated by a 1line
containing only "++++",

~ the input data belonging to a Keyuword NEW =zre terminated by
another taskKk Keyuord (i.e. one of those 9iven in Table 2.1 of
Part 1)7 if no other operation follows, an END should close the
input data lines,

It is worthuile to note that, of course, the data belonging to any
other operation may preceed Keyword MNEW .

The identifiers of the subfiles created by the same task
Keyword MNELW) are noted in the computer memory. The array used for
this is dimensioned to 20 items which imposes the limitation that
the maximum number of subfiles following crne kKeyword MEW is 20.
The noted subfile identifiers remain available for the other task
Keyuwords which are eventually given in the same 1inc zs MNEW .,
Further details of this are given in Chapter 5. This list is
available aleco for tasr EVAL even if it is nct given in the same
1ine as MELWW but after the input data pertinent to it (see Chapter
6). This list remains valid until the next oreration which involves
explicite subfile selection (cf. Section S5.2.2).



NEW
identifier of the first subfile

ansuers to text questions
H
+44 e
]
ansuwers to numeric questions
t
+44e
identifier of the second subfile

ansuers to text questions
]
*44¢
:
ansuers to numeric questions
H
+44 e

and so on until the next task Keyword.

If task Keyuword NEW {s given alone, this is equivalent to
the sentence

NEW LIST

i.e. the successfully created nes subfiles i1l be 1listed automa-
tically unless some other task Keyword is 4iven atfer NEW <(in the
same line). For the case when no other oreration is applicable, the
no operation Keyword NLST (No LiST) nas been introduced to this
end. (Refer to Section 5.5 for more details.)

Program RF1IT checks the input data in all possible ways in
order to prevent creating uncorrectly formulated subfiles since no
subfile can be further manipulated (i.e. listed, corrected, eaval-
uated etc.> if it contains structural inconsequences. The chances
of the program are rather limited for detecting input errors. For
example, it is not possible to check (in the moment of creating the
subfile) whether the value of a particular matrix element is given
correctly or not. 1t is in a position to check only whether the
input data having structural significance are correct (i.e. numbers
of questions, materials, matrix columns, matrix rows, option
variables etc.). It is not difficult to detect an input error if
reference is made to =.g. column 15 of a matrix *73”" or if option
variable KORA is given to be 10. Both are inacceptable according to
S8ection 2.2.3. In order to further facilitate detecting ev ntual
input errors, some not too severe restrictions have del iberately
been imposed. That is why the question numbers have to follow one
anothar in ascending order although the way of storing the data In
PDF would not reaquire this.

The chacks actually performad are summar ized as follous!

- the total number of materials (as determined by Question 3) may
not exceed 20’
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- no reference to mater ial numbers may exceed the total number of
the materijals’

- the values of the option variables should be one of those
mentioned in Chapter 2 (especially in Tables 2.4 and 2.9)3

- all structural variables should be positive Cor at least non-ne-
gative in some cases):;

- the total amount of datu to be stored in . matrix is iimited to
%000; ’

- the total amount of data to be stored in a spectrum is limited
toc S5000:;

- the references made to the individual columns of the matrices
should be uwithin the ranges specified for this in Chapter 2 (see
more about this at Questions 66, 79, and 83):

- for some variables, certain limitations hold in case of
special options (see e.g. the case of M“ at Questions 64 and
63)>;

- the question numbers should follow eacn other in ascending
order:;

- within one question, the references to individual materials
should be made in asecending order of their numbers (Quecstions
61 to B85, incl., are exceptions to this rule).

At the individual questions, further limitations are mentioned
which are special or additional with respect to those cited above.

Should an error of this Kind be detected, the program
stops creating the subfile at hand and reads the input 1lines
without interpreting them until the next task Keyword or the next
subfile identifier and the subfile is not created. (The possible
error messages are explained in Chapter 3 of Part 1.)

3.2, Text questions

The format of the text questions is simple: each line js
introduced by the number of the question folloued by the corres-
ponding information. There is no limitation concerning the& number
of lines belonging to a 3iven question. Remarks on individual
questions:

Question S's recormmended format is illustrated by the follouwing
example:t

5 11a/110 v5.59 4.9 3.9

which corresponds to core configuration 118/110 uwith a
critical moderator level of 795.59 cm, a boron concen-
tration of 4.0 g/1iter, and a reactor pouer of 3 watts.
From all this, only the idaentification of the core
configuration (i.e. 110/118) will be used for subfile
selection (cf, Chapter 95).

Question 9 should be ansuwered if numer ic questions follow (as is
usually the case). The total number of materials in the
subfile are defined by the number of lines given with
question number 9. The general format of such a line is
illustrated by the following example!
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9 1401 DYALS.Q

where 1401 is the identifier of the calibration data
set and DYAL3.0 is the name of ‘the detector material.
(Tables 2.1 and 2.3 contain recommendations for the
data set identifiers and the material names, respec-
tively.) When the subfile is created, no check is made
whether the specified calibration data set exists in
CLIB, Both the calibration data set number and the
material name may be omitted. Referring to the previous ’
example, this means that each of the follouwing 1ines

are accepted:

9 1401
9 DYALS.0
9

The consequences of these omissions are?

-~ if the data set number is omitted, this means that
it is @ C(instead o4 1401 in the actual case)’

- 1% the material name is omitted, the program
generates a name |ike ANONYMBL, ANONYMOZ2, etc.
(uhere the last 2 disits shouw the serial number of
the material at hand also determined by the
pProgramd,

Both may be omitted i.e. a line containing only the
question number 9 is also accepted by the program. uLhen
the data set number is omitted but the material name is
given, the latter may directly follouw the question
rumber 1f the first character of the name is a letter.
(In the opposite case, it is better to give a @ for the
data set number.)

Question 22's recommended format is illustrated by the follouing
exarmples

a2 0/89/31/00

which means that the activity measuremant has been
started at 9 o'clock 31 minutes of the same day as the
irradjat.on. These data will be used when the running
time t will be calculated from the values given in
columns 8, 6, 7 of the matricas "79",

3.3. Numeric questions

The formats of the numeric questions are not as uniform as
those of the text questions. They uwill be explained without refe-
rence to the corresponding sections of the previous chapter. L
assume their knowledge in the present section.

Questions 61 and 82¢ the first iine contains tha question number
and the number of the materials for which data follow.
Then for sach material for uwhich data are given, the
format is the follouwing!
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No. of mat., dead time (counting time).

I¥ the dead time (counting time) is identical for all
materials, it is not necessary to give it for all
materials. In that cayse, it is sufficient to give a ©
for the material number and to give the common dead
time (counting time) only once. This is made —lear by
the follouing example:

61 1

8 2.1E-6

62 3

1 26.6 3 30.0 2 30.0

This means that the dead time is 2.1 Msec for all
materials and the maesuring time is

Tl = 20 sec, Ti = T3 = 30 sec.

The information given for Question 61 is equivalent to

61 3
1 2.1E-6 2 2.1E-6 3 2.1E-6

The sequence of mentioning the materials is arbitrary.

Question 631 the first line of the input data contains only
question number 63 uhile the next line contains the
pairs (Nk, Mx) for all materials. 1f one line is not
sufficient, the data may be continued in the next ones.

Questions 64 and 65: the first 1ine contains the question number
(i.e. 64 or 65) folloued by the number of those
mater fals for which input data follow. The following
data must be started in separate lines for each
mater fal mentioned!

option varfable (MX or MT), No. of material, data

The data depend on tine actual value of the option
variable. If it is

1 t, and 4t (z4 and 42),
2 ti' and At;, for §j = 1, 2, eees My

(iﬂ and Azi, for J =1, 2, «..or MY
Here, t and z refer to Questions 694 or 63, respec-
tively, The sequence of mentioning the mater ials is ar-
bitrary. It is noted furthermore that the value of Mk
may not exceed 20 if the option variable is 2. (It is
cheacked only here and for a value of 2 of the option
variable uhether this restriction is observed.)

Questions 66 and 83t the first line contains the question number
(i.e., 66 or 83) follouwed by the number of those mate-
rials for which input data follow. The latter may be



- 44 -

divided in two parts:

~ f#irst the structural data of the matrices are given
in separate lines for every material mentioned here:

No. of the material, number of the rous.
total number of the columns, and the list of the
numbers of the individual columns’

- next follow the elements of the matrices rou by rou.
Special rules and limitations to be observed here:

% the material numbers should follou one another in
ascending order; the matrices themselves should also
be given in the same order:

% the elements of a matrix should follou each other
rouw by rom but there is no restriction as to hou
they are broken into lines except that matrices for
the individual materials should aluays start in
separate )ines;

% the number of columns is limited to 3;

% the numbers of the individual columns should be
listed in the same order as the matrix elements are
given within the rows’; independently of this order,
the matrix will be stored in PDF according to the
natural order of the columns.

Question 67t the first line contains only question number 87. The
next line contains

hid, ha0, p, hlil, hat.

(See explanations in the previous chapter.> At least
the first tuwo of these {ive numbers should de given.

Questions 68 to 74, and 76: the question numher is follsued (in
the same line or in the next one) by the values of the
option variable for all materials. According to Tables
2.9 and 2.3, additional input data may be necessary
depending on the actual values of the option variable.
These latter data are given in the next lines (in
seaparate lines for different materials). Remarkss

- 8 is ac-epted for the option variable but its value
may not be negative neither may it be out of the
range defined in Tables 2.4 and 2.3s

- the additional data are given without the number of
the material since their order determines to which
materiaxl they belongs

-~ no empty lines ara nacessary for thoss materials for
which additional data are not given.

Question 735 the question number is followed (in the same or in the
next 1ine) by an integar for all materials in the
following ways
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- the integer is O if no remanent activity belongs to
the given material,

- the integer is equal to the number of the special
material under the name of which the results of the
corresponding remanent activity measurements are
given.

Question 78: the first line contains question number 78 and an
integer. For each material, the columnce of matrix *79"
are specified as follous:

total number of columns, list of the numbers of the
individual columns.

1f the integer number given together with question
number 78 is positive, this should be given for every
material. 1€ it is negative, this means that the
information concerning the columns is the same for all
materials. Correspondingly, it is sufficient to give
this information only once which will be valid for
every mater ial.

Remarks:

%2 the total number of the columns in a matrix may not
exceed 10;

2 the order of listing the column numbers should
correspond to their actual permutation according to
which they will be g9iven at Question 79;

% the matrices uwill be stored in PDF according to the
natural permutation of the columns (see Section
2.2.3);

%2 although it is possible to correct these column data
later (see next chapter), this is rather compli-
cated, therefore, it is advwisable to proceead care-
fully here uhen the subfile {s created.

Question 795 the first line contains only question number 79. This
is followed by the elements of the matrices "79" given
rouwise for all materials. The number of rous is N M,
as given at Question 63 while the nurmber of columns is
given at Question 78. There is no limitation as to how
the data belonging to the same matrix are broxen into
1ines except that matrices for the individual matarials
should always start in separate 1ines,

Question 805 the first line contains question number 88 and the
number of those material's for which data are to follow.
Than for aach of these materials, it is givent

No. of the materisal and the number of the spectra to
be given for this material,.

Then for aach spectrum, the follouing data should be
givens
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an idontifier, the number of¢ channels, Xy and Ax,
followed by the spectrum itself in a neu line

where the spectrum identifier is a ¢(generally positive)
integer, Ax is the channel width, x, is the wvalue of
the x variable for the first channel (cf. Equ. (2.8)).
The number of data given for the spectrum should be
equal to the number of channels. Remarks:

- There no limitation for the number of spectra to be
stored.

-~ The number of channels is limited to 5600.

- The data belonging to each material and each
spectrum should be started in a separate line,

- The material numbers should follomw one another in
ascending order.

- It is advisable to put the spectrum identifiers in
column 10 of the corresponding matrix "73" in order
to mave clear to which reactor states the individual
spectrums belong. Houever, the program does not
checy¥ whether this is really done.

- As the spectra are included into the subfile one by
one, the program does not check whether their
identifiers are different. If tuwo spectra get the
same identifier, the program may ignore the second
one of such spectra in some later operations. It is
discucssed in Section 4.4.4 how the first sepctrum
can bz renamed in order to make the second one
unambiguously available.

Question B81: the first line contains question number 31 and the
number of those materials for which data are to follow.
Then for each of thece materials, it is givent

-~ in the first line: the Mo. of the material and an
integer followed by '

- further data derending on the actual value of this
integer.

The integer shows the value of option variable MST and
the number of point drop steps NSTEP according to the
following conventiont

100xMST + NSTEP

where the meaning of thase varjablas is &xplained in
Section 2.2.3. For example, 309 means MST = 3 and NSTEP
= 8 while 12 means MST 5 @ and NSTEP = 12 etc. The
further data mentioned above are to be given as
functions of M3ST (for €= 1, 2, ,.., NSTEP)S

When MST = @, 2xNSTEP integer numbers are given which
will be the subscript limits (i ., 12¢)
appearing in Equs. (5.8) of Part 2, (See
remark below.)

When M3T = | or 2, 2%NSTEP real numbers are given which
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will be the lower and upper limits (x&; and
Xugg? Of the x variable pertaining to the
individual point drop steps.
When MST = 3 or 4, the follouing data are givent
4
"y - xf. xg, cevs x"(
uwhere ne is the number of x values to be left
out in step ¢ followed by th. list of these
particuliar x values. The value of ng may be
@. In this case, the list of the x values is
omitted.
When MST = S or 6, the combination of the previous two

cases is given i.e. it is given:

(] (4 ¢ ¢ e

in X_"‘, ne, xl, X,, cvw y XQ

where the meaning of the variables has been
explained previously.

The data belonging to each material and each step
should he started in a new 1line. lhen MST = 0,
subscript 1limits iy and iy, should correspond to the
set of the x values resulting after the determination
of the decay correction factors (for KORD > 3> and the
backKground corrections (for KORA > 3): the data
belonging to the monitors will be left cut and the
points will be reordered in ascending order ¢f the x
values. (For further details, see Questions 68 and 7O,
Section 6.3, and Chapter 2 of Part 2.) When MST > B,
the subscript limits will be computed after the
corrections.

Question 82%7 question number 82 is followed (in the same or in the
next line) by the values of option variable KORM for
all materials in the following way!

- if KORM = @ or 2 for a material, no further data are
required,

- if KORM = 1, the values of B and 2z, (see Equ.
(2.9)) should be given in separate lines.

Any other values of KORM uwill generate an error
message.
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4, Tos K CORR=:2 correct ing and

compPplementing ex isting =5t4t5-F iles

The files compos ing PDF are described in 3Section S.1.
Existing subfiles can be corrected or complemented via the 5YSIN
input. The rules of this are described in the present chapter. The
subfile to be corrected is first copied to disk file 74, (For the
discussion of where the program takes the original subfile from,
detailed considerations are necessary which are made in Section
3.2.7 The corrected version of the subfile is put 0o disk file 7?5
first which, upon successfully terminating the correction, is
copied to disk file 77. It is explained in Chapter 5 how to use it .
further and how to record it to permanent disk files 88 and 81 and
magnetic tapes 60 and 61.

Tha corrected versjion of the subfile wil] have the same
identifier as the original one. The program does rot delete the
original version of the corrected subfile automatically. If it is
no more needed, the user has to take care of its deletion (cf.
Section 3.4.4)., If, however, both the original and the corrected
versions are neaded, it is advisable (but not mandatory) to give a
new identifier to the corrected version by using taskK RNM? (c+f.
Section 5.3.3).

As a rule, the corrected subfiles are identified
explicitely, 1.e. by 9iving their identifiers directly. There is
also an implicite nay of selecting subfiles which, with some
restrictions, can be used also in connaection with task CORR. (The
details of bcth modes of subfile selection are discussed in Saction
3.2.) The present chapter, howevar, is formulated in terms of the
explicite subfile selection. The use of the implicite subfila
selection in connection with task CORR is illustrated by Example 3
of Section 5.6.

4.1, Generalities on task CORR

The general structure of the input data is the same as
that shoun ir Section 3.1 for the case of creating new subfiles.
The only diffcrence is that the task kKeyword now is CORRf
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CORR
identifier of the first corrected subfile
]
corrections of the text questions
H
+444
H
corrections of the numeric questions

++e 4
identifier of the second corrected subfile
H
corrections of the text questions

+444
H
corrections of the numeric Questions
H
+444

and so on until the next task keyword. As this scheme showus, the
overall structure of the input data is:

- the data are introduced by task Keyword CORR,

~ the data belonging to a subfile are introduced by the subfile
identifier,

- the corrections of the text and numeric questions are separated
from one another by a line containing only "++++",

- the data belonging to a subfile are also terminated by a line
containing only "++++",

- the input data belonging to a Keyword CORR are terminated by
another task kKeyword (i.e. one of those given in Table 2.1 of
Part 132 1f no other operation follows, an END should close thes
input data lines.

It is worthuile to note that, of course, the data belonging to any
other operation may preced Keyuord CORR.

I1¥f task Keyuord CORR is given alone, this is equivalent to
the sentence

CORR CLST

i.a, the successfully corrected subfiles will be listed automa-
tically unless some other task Keyword is given atfer CORR (in the
same line). (Refer to Section 5.3 for further detaili.) For the
case when no other operation is applicable, the no operation
Keyword NLST (i.e. No LiST? has been introduced to this end.

The identifiers of the subfiles created by the same task
Keayword CORR are noted in the computer memory. The arrsy used for
this is dimensioned to 20 items which imposes the limitation that
the maximum number of subfiles following one Keyword CORR is 20.
The noted subfile identifiers remain available for the other task
Kaynords which are eventually given in the same 1ine as CORR.
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Further details of this are given in Chapter 5. This list is
available also for task EVAL even if it is not given in the same
l1ine as CORR but after the input data pertinent to it (see Chapter
6). This list remains valid until the next operation which involvues
explicite subfile selection (cf. Section S5.2.2).

Furthermore, all what is stated in Section 3.1 on the

l1imitations to be observed and the checks performed by the program g
concerning the internal consistency of the input data having
structural significance remains also valid according to the sense. .

Consequently, it is advisable to get acquainted wmith Chapter 3
before the study of the present one.

In order to simplify the expression in the folloming, we
shall speak of "questions” by what we shall mean the "information
corresponding to the respective questions”™. As the information
corresponding to a question can be subdivided into data
corresponding to different detector materials (to be defined at
Question 3), we shall use the following simplification, too: “the
information corresponding to a particular material within a given
qQuestion” shall simply be referred to as the "material”. lie hope
that this apparent carelessness will lead to less misunderstanding
than the rather involwed style of repeating these long expressions
many times at full length.

Tre changes allowed by program RFIT can be classified as
follous:

- complementing the subfile with new questions;
- deleting existing questions from the subfile;
- changing parts of an existing question.

The latter cate can be divided into further cases in an analojgous
way s

x complementing the question Wwith new miterialss
2 deleting existing materials from the question’
* changing parts of an existing material within a question,

Complementing the subfile with a question and deleting a question
from it i a relatively simple matter jucet as is complementing a
question with new materijials and deleting materials from it. All
this can be done in almost the same way as new subfiles are created
(see Chapter 3). The only conel icated (and unfortunately the most
frequent) case is the last one i.e. whan a mater ial is changed
within a particular question. Most of the present chapter |is
devoted to the explanation of how the corresponding input data are
prepared. The rules of this might appear complicated at first sight
but, in reality, they are not more complicated than the changes
them-elvess program RFIT can perform too great a variety of modifi-
cations to allow this to be sinple. .

It is noted finally that it is not less compl icated to
assure the internal consistency of tha structural parameters of the
subfile wuhen it is changed than uwhen it is created from scratch. In
this context, changing Questions 3, €3, 78, and 79 can lead to



structural problems. If, for example, the value of the product My
is changed at Question 63, the corresponding matrix "79* should
also be changed accordingly. The user should bear such interde-
pendences in mind. The explanations will make them clear in a
detailed way. Anyhouw, the program performs all the necessary checks
of the input data in order not to allom to spoil the internal
consistency of the existing subfiles while they are changed or
amended.

In the following, the rules of input preparation are
presented according to the previous classification. It is important
to note, houwever, that different types of corrections may be mixed
in the same input stream i.e. the subsequent questions may be
corrected according to different rules.

If an error message is generated, the further input data
are read without intepretation until the next subfile identifier or
task Keyword and no corrected version of the subfile appears. The
possible error messages are explained in Chapter 35 of Part 1.

4.2. Complementing the subfile with a question

hen the input data prepared according to the rules of
tasKk NEW are introduced by task Keyword CORR (in place of NEW ),
the program accepts them and the following happens:

-~ {f the question did not occur previously in the original
subfile, the corresponding information is simply included in
it

- if the question occurred previously in the original subfile,
the action of the program depends on the character of the
qQuestion:

2 in case of text questions, the new information is put after
the information alreadyv stored for this question:
2 in case of numeric questions, the old information is replaced
by the nex one.
In addition to this, the program allows to insert new information
into the text questions in any place of the existing text. It is
explained in Section 4.4 how to do this.

Such corrections can change the structural parameters of
the subfile. The consequences of this are the follouwing for the
questions concerned:

Questions 3 and 3: As explained in Section 5.2, the information
stored at these questions is used for subfile
selection. 1f this is changed, the selection is done
according to the new situation.

Question 9: I it is changed in this way, this is equivalent to an
increase of the total number of materials with all its
structural consequences for numer ic questionst
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- the program accepts reference also to the neuly
defined materials at later questions:

- all option variables and structural parameters (e.g.
N‘ and M“ at Question 63) are considered as @ for
the neuw materials unless they are specified
ultimately.

Question 22¢: If it is complemented in this way, this results in a
change of the number of lines at this question. As
explained in Section 2.2.2, this leads to another uay :
of interpreting these initial time data. Assume for
example that c¢riginally there was only one line at
Question 22. According to the general treatment, this
l1ine was valid for all materials existing in the
subfile. If a new line is added, this results in the
follouing change of treatment: the original line will
hold only for the first material while the neu line for
the second material, and the program will consider that
no initial time is defined for the other materials.

Question 63: 1f the value of M, changes for some of the materials,
this can have an influence on Guestions 64, 65, and 68
to 79 C(incl.) in case of special options (see Section
2.2.3>. Similarly, if the value of the product NKM‘
changes for some material, the corresponding matrix
*?9” should be corrected in accordance uith this. An
error message is generated if the corresponding
corrections are not made at these later questions.

Question 78t If the columns of a matrix "73" changes, the corres-
ponding changes should be performed at Question 79. An
error message can be generated otheruise.

4.3. Deleting a question

Existing questions can be deleted from the subfile in a
very sinmple uway. It is sufficient to 3ive

2 N

in a separate line where N is the question number. As an effect of
this, all the information stored in the subfile for the given
question is deleted. Of course, if Question N does not exist in the
subfile, this generates an error message. With respect to deleting
entire questions, there is no difference between the text and the
numer ic parts of the subfile. Restrictions to be observed:

- The program does not allow to delete Guestion 9.

-~ If attempt is made to delete Questions 63 and 78, this is *
ignored without printing a message about it (of course, only if
the subfile contains further data).
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4.4, Correcting parts of a question
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I¥ only parts of a question are changed, several groups of
questions have to be considered separatelyt

-~ text questions,

~ matrices (Questions 66, 7?8, 79, and 83),
- spectra (Question 88),

- other numeric questions.

Within each of these special cases, parts of the input data formats
can be identical with those corresponding to tasxk NEW . In order to
avoid cross references uith Chapter 3, some paragraphs of the
latter are reproduced here. The input formats are summarized in
Tables 4.1 to 4.5 (incl.). Hopefully, after the user makes

himsel f/herself acquainted with the detailed explanations given
belouw, it will be sufficient to consult only these tables.

4.4,.1. Text questions

The general form of changing parts of a text question is
2 N, n1, n2
folloued by the new text to be added to the question mxhere

N - is the question number.,
ni - is the number of the first line to be corrected mithin
Question N,
n2 - is the number of lines to be deleted from Guestion N
Cincluding and starting from line nt).

I¥ other lines need to be corrected and/or added, several such
corrections may follow one another. Parameter n2 may be 0. 1f so,
the new lines are added in front of line nl.

This way of correcting text questions may be combined with
corrections of the type described in Section 4.2. 1In order to
separate the two formats from one another, a line containing only
an asterisKk (x) must be put after the corrections discussed in the
present chapter. All this is made clear by the following exanrle,
fissuma that Question 10 originally contained threea liness

original line 1|
original line 2
orfiginal jine 3

which is corrected by the following input data:
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210 { @
1@ new line 1
10 2 1

18 new line 2
1® new line 3
%

18 new line 4

As a result of this, the corrected state of Question 18 will be:

new line 1
original line 1
new line @
new line 3
original line 3
new line 4§

As to this form of correcting text questions, the
following remarks apply?

~ References to lines within the auestion (i.e. the values of
parameter nl) should correspond to the original numeration of
the lines independently of how their numeration changes as
results of the correc:ions actually performed.

~ The successive corrections should 9o forward wWwithin the question
i.e, the value of parameter nl1 may not be less than the value
the sum (n1 + n2) had in the previous correction.

~ If corrections are made with asterisks (i.e. according to the
format discussed in the present section), all new text lines
should be related to the question just ccrrected. For example,
corrections of the form

510 2 1
18 new line 1
i1 new line 2

are not allowed =nd will generate an error message. The correct
form of the correction intended in the previous example is?

210 2 1
186 new line 1
%

i1 new line 2

The general rule ist if the correction of a question has been
started with the aster isk format discussad in the pPresent
saction, this has to be closed by a line containing only an
asterisKk before the correction can 9o over to another question.

- 1f attempt is made to delete more 1ines than exist within the
qQuestion i.e. the value of (nl + n2) goes beyond the existing
lines, an error message is generated,

- The preavinus restriction is stronger when the correction of this
tyre would result in deleting 211 existing lines without adding
new ones. This generates an error message, too. The lo9ic behind
this restriction is that this compl icated way of daleting a
question fully occurs probably by mistake since thare is a much
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of doing this (cf. Section 4.3).

of the text questions, some special remarks are

Questions 3 and 5: As explained in Section 5.2, the information
storec at these questions is used for subfile
selection. If thic is changed, the selection will be
done according to the new situation.

Question 9:

1€

it is changed in the way discussed, one has to be

very careful since it can have a serious impact on the
overall subfile structure. That is why several special
cases have to be cons idered separately:

1f, in every correction step, the number of lines
remains the same, the sutfile structure does not
change. This is a simple amendment of the material
names and/or the calibration data set identifiers.
If, in one or more correction steps, the total
number of the 1lines is reduced (i.e. less new lines
are added than deleted’, this is equivalent to the
deletion of one or more materials from the subfile.
Those mater ials become deleted for which an
amendment line is not given., For example, the
following data result in the deletion of the 4th
mater ial ¢

*9 3 =2
9 1401 OYALS.0
z

since an amendment line is g9iven only for the 3rd
material. This is allowed and the following happens,
Upon terminating the correction of Question 3, the
program goes through all Questions 61 to 33, and
deletes from them all information pertaining to the
deleted materials. All later corrections =should be
formulated in accordance with this neuw situation,
Returning to the previous example, a later reference
made to material number 4 will correspond to the
mater ial whose number used toc be S5 in the original
subfile. Question 22 is the only text question at
which the deletion of materials might induce some
changes. If so, Question 22 should be corrected
accordingly by the user {(see remarks later).

1f more lines were added than deleted, this would be
equivalent to an insertion of new materials between
the existing ones. This would require an unnecessary
restructuring of the subfile. Consequently, the
program does not allow to change Question 9 in this
way and an attempt to do so generates an error
message. New materials can be added to the subfile
in the way described {n Section 4.2 in which case
the new matearials continue the sequence of the
existing ones. As the order of the materials is



-~ %6 -~

neutral, there is no advantage in inserting the new
materials betuween existing ones. That is why it was
cons idered better to prohibit such a complicated
correction. Let us return to the previous example
and let us assume that the total number of materials
is 6. The following correction is not allosmed for:

9 1t 1 .
9 1601 Cule9

9 1802 CUle9 .
*9 3 @&

9 14061 DYALS.O

x

since it would be equivalent to the insertion of a
new material betueen the fist and the second
materials, The correct way of doing the intended
correction is the follouwing:

* 9 R 1

8 18681 cCuUi00
8 3 &2

8 1401 DYALS.0
x

9 1002 CUl0e

which induces the followming changes in the subfilet

(1) the first material is renamed; ’

(2> the fourth material is deleted; as a result >f
this, the originally fifth mater ial becomes the
fourth one’; the originally 6th material becomes
the fifth one’

(3) the newxly added material <(named CUIO6) becomes
the sixth one according to the new subfile
structure.

As a result of all this, the total number of the

materials remains 6 (which is only incidental since,

as stated above, it might have been changed).

Question 22t If it is corrected in the way discussed, this can
recult in a change of the number of lines at this
question. As explained in Section 2.2.2, this can lead
to0 another uway of interpreting these initial time data.
Assume for exanple that there were originally tuwo lines
at Question 22 from which one it deleted. Then the
remaining line will become valid for all materials
existing in the subfile (since there is only one line) .
while the interpretation of the original information
was qQuite different: the first 1ine was valid for the
first material, the secorid line for the second .
material, and the prograr assumed that no initial time
was defined for the other materials.
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4.4.2. Numer ic questions (except matrices and spectra)
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In most cases, the simplest and safest way of correcting
numeric questions is to give the relevant information as a new one
in the form described in Section 4.2 (i.e. according to the format
of task NEW >. This means in practice that not the subfile itself
but those original input data are corrected which have been used
shen the subfile was created. 1f the original input data are .o
more available or their volume is too large, it might appear more
advantageous to introduce some minor corrections in *he existing
subfile. This is mainly the case when matrices and spectra are
corrected or conplemented. The possible ways of correcting the
latter are discussed in Sections 4.4.3 and 4.4.49 uhile the
correction of the other numeric questions is discussed in the
present section. The correction formats discussed in the present
section are summar ized in Table 4.1.

The first line pertinent to each corrected question has
the following general form:

2 N, ni1, n2

where N is the question number while the meaning and role of
parameters nl and n® cerend on question number M. For some
questions, one or both of them may be omitted.

Questions 61, 62, 64, 65, 81: The value of nl gives the total
number of those materials which are deleted from the
question uhile n2 gives the total number of those
materials four which new information will be given. Any
of them may be 8 but not both at the same time. If n2
is not given, the program assumes that it is @. The
subsequent lines are:

- list of the material numbers to be deleted (i.e,
nl inteagers, only if nl > B):

- the new information is given for nZ materials
according to the rules of task NEW <(see Chapter 3),
only if n2 > O@.

Both groups of data should start in separate lines. If,
within the first group, reference ic made to a material
for which rio information exists at Question N, this
generatas an error message.

Question 63: No data may be deleted from this question, conse-,
quently, only nl has some significance heres it is the
number of those materials for which new information is
given. tn2 is not needed.) Then, beginning from the
next line, nl tires three integers are given:

(k, N ™. D

K K
where ¥ is the material number. NK and M, are defined
in Section 2.2.3. 1f, as a result of correcting
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Question 63, the product N M changes for some material
with respect to its original value, the corresponding
matrix "?79" should also be corrected in accordance umith
this. Dthernise, an error message is generated at
Question 79.

Question 678 neither nl nor n2 is needed for this gquestion. The
relevant newm information should be given in a separate
line as in case of task NEU.

Questions 68 to 76, and 82: only nl is needed and its meaning is
the total number of the materials for which nem infor-
mation will be given. Then, starting in the next line,
nl pairs of integers (X, Ly) are given where K is the
material number and Lg is the neuw value of the control
variable for material K (i.e. Ly is KORA for N = 68,
MUA for N = 89, etc.). If Lk = B8 is given for material
K, this deletes the original information <if any) from
Question M. In the next lines, the additional d ta are
given depending on the actual value of Ly Just as in
case of task NEW. These data cshould start in separate
Iines for the individual materials.

4.4.3. Correction of matrices (Questions 66, 78, 79, and 83)
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The matrices stored at Questions 66, 73, and 83 can be
corrected in zeveral waye. Program RFIT allows to perform the
follouwing correction types:

€¢1) adding, replacing, and deleting complete matrices?’

(2) adding., replacing, and deleting complete matrix rows:

¢(3) replacing submatrices of the matrices; as a special case of
this, the value of any given element of the matrix can be
corrected?

€4) adding., replacing, and deleting complete matrix columns;

¢3) permutation of the matrix comlurmns,

There can be cases when the desirable changes cannot be realized by
the application of only one of these correction types. Therefore,
the program allouws toc perform corrections of different types one
after the other in relation to the same matrix. It is important to
note that input data pertinent to each such correction step have to
be formulated in accordance with the results of all previous
correction steps. ¢(In the following, the application of one type oOf
correction to a matrix will be called a correction step.) The
general format of the first input line is

2 N, ni

where N is the question number and nl is the total number of
correction steps in relation to all materials. The further arproach
is slightly different in case of matrices "68" and "83", for one
hand, and in case of matrices "73", for the other hand. The reason
of the difference is that the strucural parameters cf matrices *73°
are stored at Questions 63 and 78 while those of matrices “66" and



*83" are stored at the questions themselves. Therefore, these
questions will be discussed below separately.

Questions 66 and 83: The input formats are summarized in Table 4.2.

2>

Here, reference is made to the correction types defined
above. In all what follouws, the material number uill be
denoted by K. Thz individual correction types are
differentiated from one +wother by the format of the
first line belonging to the correction step.

The first line contains

K Cor xxk)>, total number of rous, total number of
columns , 1ist of the colurn numbers

follouwed by the matrix elements given row by row. As
usually, the first matrix element should start in a
separate line but there is no further restriction as to
how the follouwing data are broken into lines. Remarks
to this type of correction:

- Such a correction is allowed only once in relation
to a given material.

- If ¥ is given without asteriskKks, the new matrix will
be added to the subfile replacing the old one (if
any .

- If ¥ is given with tuwo asterisks (x%), there must be
a matrix for material x in the original subfile. (An
error message is generated in the opposite case.)
The new matrix replaces the ocld one.

- 1§ only »#K is given without the structural data,
the corresponding matrix is deleted from the
subfile, An error message is generated if there is
no matrix for material K.

The first line contains

* K ¥ n

vhere n is the total number of corrections in this
step. Then, for each correction, the following data are

given beginning in a new line?d

i1, ia, i3,
and the elements of the naw rous

where

i1 is the number of the first corrected rowu,

i@ is the total number of the rows to be deleted,
i3 is the total number of the new rous.

Remarke to this correction typel

- Independently of how the matrix changes as results
of the correction step, the values of parameters il,
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i2, and i3 are supposed to refer to the original
state of the matrix.

- In subsequent corrections, the values of parameter
il may only increase. Mare precisely, it must be
more than the value the sum (i1l + i2) had in the
previous correction.

- No reference may be made to rows deleted previously.

~ The rous to be deleted may not 9o beyond the
existing ones.

- Any one of i2 and i3 may be 0. If i2 = 8, the new
rows are inserted preceding row 1.

~ When the elements of the neuw rous are given, the
first one should start in a separate line but there
is no fur-ther restriction as to how they are broken
into lines in the follouwing.

(3> The first line contains
2 K 2% n

where n is the total number of the corrections in this
step. Then, for each correction, the follouwing data are
given starting in a new linet

11, 12, 13, (Qj, i= 1,2, ..., i3,
and the new elements of the submatrix (i.e. i2%4i3
values) given rouwuicse

where

i1 is the number of the first corrected rou,

i is the total number of the rows to be corrected (may
not be O!),

13 §s the total number of the new columns to be
corrected (may not be 91),

ei are the numbers of the columns to be corrected.

RemarkKs to this correction typet

- In subsequent corrections, the values of parameter
i1 may only increase. Would this restriction exclude
some of the desired corrections, tha latter can be
performed in another step of this type.

- Raference may be made only to existing matrix rous
and columns.

- The order within the 1ist 0of column numbers
should correspond to the order according to uwhich
thae columns of the submatrix are given. Indepen-
dently of this order, the program will restore the
natural permutation of the columns,

- The first element of the submatrix should start in a
separate line but there is no further restriction as
to houw the following data are broken into 1lines.

(4) The first line contains
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2K 2 nl 2 n2
shere

nl is the tgtal number of the columns to be deleted,
n2 is the total number of the new columns.

The next l1ine contains the 1ist of the numbers of the
deleted and inserted columns. Then the elements of the
submatr ix formed from the new columns follow rouw by
rou.

Remarks to this correction type:

- As columns to be deleted, only existing ones may be
referred to.

~ The order uwithin the list of new column numbers
should correspond to the order according to which
the columns of the submatrix are given. 1lndepen-
dently of this order, the program uill restore the
natural permutation of the columns.

- The first element of the submatrix should start in
a separate line but there is no further restriction
as to houw the following data are broken into lines.

- 14 any of the new columns exists in the original
subfile, the latter is replaced by the neuw one.

(3> The first line contains
r K, (IJIJ=II 2, s ey ﬂ‘)
where

QJ is the number of that column where column j of the
original matrix is moved to,

"0 is the total number of the columns (not given in
input since it is Knowun from the subfile).

Question 78t The input formats are summarized in Table 4.3. Here,
reference is made to the correction types defined
above. 1In all what follows, the material number will be
denoted by kK. Only corrections of types (1), <(4), and
(5) are related to matrix columns. Consequently, types
(2> and (3> are not mentioned here. If the changes
performed in the matrix columns induce some changes in
the matrices themselves, the corresponding changes will
be performed only if they are referred to at Question
79, too (see below). The individual correction tyres
are differentiated from one another by the format of
the first line belonging to the correction step.

1) The first line contains

K Cor #%%K), the total number of columns, the 1ist of
column numbers.
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Remarks to this type of correction:

- In relation to a given material, it may be performed
only once.

- In case of neu materials, this is the only possible
type C(without asterisks).

- In case of old materials, this may be done both with

and without asterisks. .
- If the total number of columns changes as & result
of such a correction, the corresponding matrix *79* .

should be corrected accordingly (see below). An
error message is generated in the opposite case.

(4) The first line contains
2 K 2 nl 2 n2
where

nl is the total number of the columns to be deleted,
n2 is the total number of the new columns.

The next line contains the l1ist of the numbers of the
deleted and inserted columns.

Remarks to this correction type:

- Only existing columns may be referred to as columns
t0 be deleted. .
- The order within the list of column numbars should
correspond to the order according to wuhich the
colurmns of the submatrix will be given at GQuestion
79. Independently of this order, the program will
restore the natural permutation of the columns.

(3) The first line contains
* K, ((’J, i = 1,8 .os 0
where

OJ is the number of that column where column j of the
original matrix is moved to,

ne iIs the total number of the columns (not given in

input since it is Knowun from the subfile),

Remark to this correction type:

- If both corrections types (4) and <(3) have been
specified at Question 78, the deletion of the
colurmns will be parformed prior to their permu-
tation. This should be borne in mind while compiling
the input data.

Question 79¢ The input formats are summarized in Table 4.4. The
individual correction 1yres are differentiated from one
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another by the format of the first line belonging to
the correction step.

The first line contains
K (or %3K)

follouwed by the matrix elements given row by row. The
total number of rows and the total number of columns
are taken from Questions 683 and 78, respectively. As
usually, the first matrix element should start in a
separate line but there is no further restriction as to
how the following data are broken into lines. Remarks
to this type of correction:

- Such a correction is allowed only once in relation
to a given material.

~ Such a correction step is not permitted for a
material for which a correction of type (4) has been
performed.

- If kK is given without asterisks, the neu matrix will
be added to the subfile replacing the old one (if
any).

- I¥ Kk is given with two asterisks <(szx), there must be
a matrix in the original subfile. (An error message
is generated in the oppPosite case.) The new matrix
replaces the old one.

- 1f only x3Kk is given without further data in the
line, the corresponding matrix is deleted from the
subfile. An error message is generated if there is
no matrix for material «.

The first line contains
2 K ®n

where n is the total number of corrections in this
step. Then, for each correction, the following data are
given starting in a nauw 1l inet

i1, 12, 13,
and the elements of the new rous

where

i1 is the number of the first corrected row,
12 is the total number of the rows to be deleted,
13 is the total number of the new rous.

Remarks to this correction typa!

- Independently of how the matrix changes as results
of this correction step, the values of parameters
11, i2, and i2 ara supposed to refer to the original
state of the matrix.

- In subsequent corrections, the values of parameter
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il may only increase. More precisely, it must be
more than the value the sum C¢il 4+ i2) had in the
previous correction.

= No reference may be made to rous deletead Previously.

- The rous to be deleted may not go beyond the
existing ones.

- Any one of i2 and i3 may be 0. 1f i2 = 9, the new
rous are inserted preceding rom il.

~ When the elements of the new rouws are given, the
first one should start in a separate 1ine but there
is no further restriction as to how the following
elements are broken into lines.

- As a result of these changes, the total number of
the ross should become equal to the product N,M
given at Question 63 for the material at hand.

(3) The #irst line contains
¥ K %k n

where n is the total number of corrections in this
step. Then, for each correction, the follouwing data are
given starting in a2 new 1ine?

i1, 12, 13, £, 5= 1, 2, ..., 13>,
and the new elements of the submatrix (i.e., 12213
values) given rowuwise

shere

i1 is the number of the first corrected roms,

i2 is the total number of the rows to be corrected (may
not be 0!,

i3 is the total number of the new columns to be
corrected <(may not be 9!),

ZJ are the numbers of the columns to be ccrrected.

RemarkKs to this correction typets

- 1n subsequent corrections, the values of parameter
i1 may only increase. More precisely, it must be
more than the value the sum (il + i2) had in the
previous correction. Would this restriction exclude
some of the desired corrections, the latter can be
performed in another step of this type.

- Refarence mxy be made only to axisting matrix rous
and columns,

- The order within the 1ist of column numbers
should correspond to the order according to which
the columns of the submatrix are piven., Indepen-
dently of this order, the program will restore the
natural permutation of the columns,

- The first element of the submatrix should start in a
separate line but there is no further restriction as
to how the follouing data are brokKen into lines.
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(4) The first ]l ine contains
2 K 2 nl 2 n2
where

nt is the total number of the columns to be deleted
(it is given but not used since it is Known from the
corrections performed at Guestion 7¢8),

n2 is the total number of the new columns. (It should
be identical with its value given when Question 78
was corrected. This requirement serves as a means of
checKing whether Questions 78 and 79 are corrected
in accordance with one another.)

Then the elements of the submatrix formed from the new
columns are given row by romw (only if n2 > @).

Remarks to this correction type:

- If columns to be deleted were specified at Question
78, their deletion from the matrix "?9" is carried
out nou.

- 1¥ a permutation of the matrix columns (i.e. a
correction of type (35)) was specified at Question
78, this also is performed now. It follouws from this
that this form of correcting matrix "?3" should be
initiated at Question 73 even if only corrections of
type (35) have been performed at Question 738. In this
latter case, the input data are nl =n2 = 0. If
corrections of both types (4) and (5) have been
specified at Question 78, the deletion of the
columns is performed prior to th2ir permutation.

-~ At Question 79, corrections of type (4) may refer to
materials to which corrections of types (2> and (3)
are performed. On the other hand, corrections of
types (1) and (4> may not be related to the same
material,

- The order of giving the columns within the rows
should correspond to the order given at the
correction of Question ?78. Independently of this
order, the program will restore the natural
rerrmutation of the colurmns.

~ The first element of the submatrix should start in
a separate l1ine but there is no further restriction
as to hou the following data are broken into lines.

- 1€ any of the new columns exist in the original
subfile, they are replaced by the new one.

4.4.4, Correction of spectra (Question 30>
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As & rule, the largest amount of data are stored at
Question 80 but the data structure is much simpler than in case of
matr ices. Program RFIT allows to perform the following correction
types:
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1) add ing ., replacing, and deleting all data belonging to a
materials

) correcting some of the spectra belonging to a material and
add ing new ones!

(2a) adding, raplacing, and deleting complete spectra from a
material;

(2b) correcting parts of spectra:

(2b1) renaming a spectrum (i.e. changing its identifier),

{(2b2) changing the contents of individual channels,

(2b3) changing x1 and Ax.

The input formats of these correction types are summarized in Table
4.3. The first line contains:

2 N, n
where

N - iz tha question number (i.e. 80),
n - is the total number of those mater ials for which data followm.

The follouing data depend on the correction type which is appl ied
to the individual materials. The material numbers and the spectrum
identi“iers will be dencoted by K and j, respectively. The
individual correction types are differentiated from one another by
the format of the first line belonging to the correction step.

(1) The data are given as in case of task NEW with the erception
that material number K may stand both with and without two
aster iks (x%x), The following cases are possible:

- 1€ Kk stands without aster isks, the new information is
included into the subfile. If something existed in the
original subfile for material K, this is now replaced by the

new one.
- 1€ K stands with two asterisks (zx), the effect is the same

as in the previous cases but an error message is generated
1€ no information exists in the original subfile for
material K.,

- 1€ only

e K

is 9iven without continuation, this deletes all information
for material K.

(2) The first line containst
% K, nl, n2
whare

nl - is the total number of the corrected spectra,
n2 - is the total number of the new spectra.

Then the input data are given for the individual spectra (each



starting in a new line). First come the data for the existing
spectra (i.e. for ni1 of *hem) followed by the data for ne news
spectra. The existing sra2ctra can be corrected both by schemes
(2a) and (2b) while, according to the sense, the new spectra
can be added only by scheme (2a). Any of nl and n2 may be © but
not both at the same time. The corresponding data formats are
the following:

(2a) The data are given as in case of task NEW with the
exception that spectrum number j may stand both with and
without two asterisxks (22). The folloming cases are possible:

- 1§ §J stands uwithout asterisks, the new information is
included into the subfile for material k. If a spectrum with
identifier jJ exists in the original subfile for material kK,
this is now replaced by tte new one.

- 1f j stands with two asterisks (22>, the effect is the same
as in the previous cases but an error message is generated
if no spectrum with identifier j exists in the original
subfile for material k.

- 1f only

rx j

is given without continuation, this deletes the spectrum
identified by j.

- When the new spectra are included into the subfile, the
program does not check whether their identifiers are
different from those of the existing spectra. In this way,
different spectra can get the same identifier. In some
operations, the program will practically ignore the second
one (and eventually the third one, etc.) of such spectra
unless the first one (and eventually the tcecond one, etc.)
is renamed (see below at (2b1)).

(2b) There are three particular cases of correcting parts of the
spectra. Several ones of them may be applied to the same
spectrum. Therefore, the first line for each of the corrected
spectra contains:

xr J, n

where n is the total number of corrections to be applied to
spectrum j.

(2b1) The spectrum is renamed by putting a third integer in the
first line mentioned above such as

*j, n, 3.

Then the spectrum identifier will be charged from j to Jj'. It
is noted that this correction is not taken into account in n,
Consequently, n should be given as ® if nothing else than the
spectrum identifier ie¢ corrected,
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(2b2) 1If the contents of individual channels need to be changed.
then the first line contains

ni, n2, n3
in each such correction uwhere

ni - is the number of the first corrected channel,

n2 - is the total number of the channels to be deleted,

n3 - i{s the total number of new channels (i.e. the number of
the data to be inszrted in place of the deleted ones).

In the next line, this is followed by the n3 new values <(only
i¥ n3 > 0.

(2b3) Parameters x; and Ax can be corrected according to the scheme
(2b2) by giving nl = 8 folloued by the neuw values of x4 and d4x
(the latter in a new line). The values of n2 and n3 are
irrelevant in this case.

Remarks concerning the correction of spectra:

-~ In telation to a material, only one correction type is allouwed
({.2, aither according to scheme (1) or to scheme (2)).

- In relation to a spectrum, either scheme {2a) or scheme (2b) may
be applied and each only once,

- Although any integer number It accepted by the program as a
spectrum identifier, the jindividual spectra have to be corrected
in the same order as they are stored in the subfile. The new
spectra will be included after the existing ones.

- 1¥ reference is made to a spectrum uwich does not exist in the
subfile for the specifjed material, an error message is
penerated.

- Special remarkKs apply to correction schemes (2b1), (2b2), (2b3)3

x the total number of channels need not be corrected since its
new value is computed by the program as a result of the
performed corrections:

% independently of houw the channels are deleted and new oneas
are inserted by the success ive corrections, parameters ni,
n2, and n3 should be given according to the original state of
the spectrums

x if n2 = 8, the n3 new channels are inserted preceding
channel nis if new channels have to be added after the last
channel, there is no other way than to delate it and reinsert
it followed by the neu channelss

% the successive corrections have to 90 forward within the
spectrumt the valurs of paramater ni1 should be at least equal
to the value the sum (nf + n2) had in the previous
correctioins

% according to the previous remark, an eventual correction of
type (2b3) should preced all corractions of type <2b2)s

% the channels to be deleted may not 9o bayond the existing
ones.
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N - question number

K

N.B.

"the number of the"
inserted. For example,

1st line to be deleted"
should be read as
the number of the ist 1line

"ni:

ni:

) (PP
1 question

1 number

) (T T PR .
11 to 6O

1 61,682.64,
1 65,81

g bt Sut pd f Db b e g
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- material number
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1 2nd line

1
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1

1

) L
1 1ist of

I mat. No. to
I be deleted
1 Cif n1>B)

| e
! -

1

) R
1 (x, Lk)

I n1 times

1

x ............

Input formats for corrections

1
1
1
1
1
1
1
I
1
1

1
1
1
I
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(except matrices and

In the last column of this table, the expression
"the numbers of the") has to be

to0 be deleted.

----------- R e e |
further [ parameters: 1
data I number of... !

----------- | b |

text data 1 ni1: 1st line 1
as for 1 to be 1
NEIJ 1 deleted 1
I n2: lines 1
1 deleted 1
----------- R akatatated |
data as I n1: materialsl
for NEW I to be 1
1 deleted I
I niz new mats.!l

----------- J-rrmmmecccmca=]
(K,NK,MK):I ni: new mats.!l

nt times 1 1

----------- | e L Ll |
as for I nits neu mats.!

NEW depen-1 1
ding on Lyl 1
----------- | L LR {
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Table 4.2. Input formats for correcting matrices
(Questions 66 and 83)

L Y e el e b e A N ARy

Notations?

n - total number of corrections in the step
K - material number
matrix head - total number of rows, total number of columns,
list of column numbers

N.B. In the last column of this table, the expression
"the number of the"® (or "the numbers of the") has to be
inserted. For example,
*"i1: 1st rouw corrected”
should be read as
1 the number of the 1st row corrected.

Jecmmnrnnaao | Sl it [~~=memrmce -~ —n | e D ettt |
1 type of 1 1st line 1 2nd 1ine 1 +further 11 parameterst 1|
1 the step 1 I I data I number of ...1
| B e T L Jorrrerrecnaa | Rt e DL e | Bt et ) ¢
1 ¢1) 1 K or »»K 1 I the matrixl 1

whole 1 and matrix 1 - 1 row by rowl 1
1 matrices 1 head 1 1 ) { ) ¢
| L L D | et R et Ll Jromerer e | Rl ekl ) ¢
I &> I sxen I 1 11,112,413, 1 111 18t row 1
1 rous ) { 1 I and the ) ¢ corrected 1
1 1 1 - 1 new rouws | i2t deleted I
1 .1 1 1 1 rous 1
1 1 1 1 1 i3 new rows 1
Jer—cmcrnawa | R et R Rk | R L LDl e~ rne- | S R L I
1 <3 1 *k%x2n 1 1 11,142,143, 1 13t 1st row 1
1 sub~ 1 | | (03, J=1, 1 corrected 1
1 matrices I 1 12,...,13) 1 i2% corrected]
1 1 1 - 1 and the 1 rous ¢>90)1
1 1 1 I nes sub~ 1 13t correctedl
1 1 1 I matrix 1 columns (>8>1
1 1 1 I I e cols. to 1
1 1 1 1 1 bea corrected 1
Jemecmmacmae | S el | e Jrmerrcrccne- Jeremermmen 1
1 <4 1 xanlzxn2 1 numbers of 1 the sub- I nit deleted 1
I columns 1 1 the deleted] matrix of 1 columns 1
1 1 1 and the newl the new 1 n2t new 1
I 1 1 columns 1 columns 1 columns 1
Jemrremceee e | Rt | Jrreercmcaen~ 1
1 % 1, I 1 1 (7": column 1
1 permu- 1 <y, 331, 1 I 1 where the 1
1 tation of I 2,...,nc) 1 - 1 - 1 original 1
I columns 1 1 1 1 column j 1
1  § 1 1 I is moved I
1 1 1 1 1 n 4 columns 1
| 1 1 1 1 (not given I
I 1 1 1 1 since Knoun) 1
| R L e J-~cmemmmmcae | LT cmm——- J-rocmrccea— ) L R L Ll L St 1
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Notations:

K - material number
matrix head - total number of columns, list of column numbers

N.B. In the last colum of this table, the expression
"the number of the” (or "the numbers of the"”) has to be
inserted. For exanple,
"nit deleted columns*”
should be read as
nit: the number of the deleted co.umns.

I-=-=-=——— e~ I-—-rmeme= - ) Rt DD 1
1 type of 1 1st line end line [ parameters: 1
1 the step 1 1 1 number of ...1
) i i o ) e ittt b o 1
1 <) 1 ¥ or 22K 1 1 1
1 whole 1 and matrix 1 - 1 1
1 matrices 1 head 1 1 1
) e e e | R e ikt ) e et L it ) et 1
1 <4) I »akanizxne I numbers of I ni1: deleted 1
1 columns 1 1 the deletedl columns 1
1 I I and the newl n2: new 1
1 1 I columns 1 columns I
) e etk Lt Jorrmmmm - | Jr-momm e 1
1 ¢ 1 2K, 1 1 ea': cotumn I
1 permu- I <Q$, §=1, 1 1 where the I
I tation of 1 2,....n) 1 1 original 1
1 columns 1 I - 1 column j 1
1 1 1 1 is moved 1
1 1 1 I net columns I
 § 1 1 1 (not given 1
1 1 1 1 since Knoun) 1
Je~merermcma Jrmm o~ | e ) e ettt Rl 1
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Table 4.4. Input formats for correcting matrices (Question 79)

- n e . W Ve S T G D e G S R G D G A e e e Sn T e Sp = W v -

Notationst

n - number of corrections in the step
- K - material number

N.B. In the last column of this table, the expression
"the number of the® (or “"the numbers of the") has to be
inserted. For example,

*i1: 1st row corrected"”
should be read as
11: the number of the 1st row corrected.

| R L L S [-—mee e | R e I~ e e 1

1 type of I 1st line 1 <further I parameters: 1

1 the step I 1 data I number of ...!1

) et ko Jommrmmm e - | R e b R 1

I ¢ I K or 22K 1 the matrixl 1

1 whole 1 row by rowml 1

1 matrices 1 1 1 1

) e bl | e DD Lt Jemmrm e e a v e = I

1 &) I 2K2n 1 i1,i2,13, 1 i1: 1st romw 1

I rous I I and the 1 corrected 1

1 I I new rows 1 i2: deleted 1

1 1 1 1 roNs 1

1 I 1 1 i3: new rows 1

| R e D L D [-=remcr e J-cerrccemn | e et Rt I

I (3 I BK%8n 1 11,1i2,13, 1 il: 1st row 1

1 sub- 1 1 (Q)', J=1, 1 corrected I

1 matrices 1 12,...,i3) 1 i2: correctedl

1 1 1 and the 1 rows (X801

1 1 I new sub- I {133 corrected!

1 1 I matrix 1 columns (>8)1

1 1 1 1 &'t cols. to 1

1 1 1 1 be corrected 1

| e et e Jrerrmcreena | Rl i

I <4) I 2Kksnizxng I the sub- I n!: deleted 1

1 columns ) I matrix of I columns 1

1 1 1 the new 1 n2: newn 1

1 1 1 columns I columns 1
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Input formats for correcting spectra (Question 80)

-y S = oy = - T TR SR M s A m e W e D A m Sh e e . R S . S T e -

Notations:

X - material number

(or

----------- 1
i1st line 1
for the sp.1

----------- 1

1

- 1

1

----------- 1
1

1

1

1

----------- 1
J or 23§, 1
further 1
data as 1
for NEW I

----------- 1
2y, n ¢,3')1

1
1
1
1
1
I

J - spectrum-identifier
N.B.
"the number of the”
inserted. For example,
"ni: corrected spéctra”
should be read as
nis
| etttk R ekt g
1 type of 1 1st line
1 the step Ifor the mat.
J-~rmmm e o -
1 ¢ I K or %2k,
1 whole 1 number of
1 materials 1 spectra
| el e | R b LT
I &) I 2k, nl, nt
I some 1
1 of the 1
1 spectra I
| e e e ne
1 (2a> 1
1 whole 1
1 spactra 1 -
1 I
I L et J--eremec e
Y (@b I
1 parts of I
1 a spectruml
1 1 -
1 1
1 1
1 1
1

V=t Omt D Dud Omi Pumt Pmd hug) Dumg Dy g Dl P bmd Py Smd Gumd Pmd bmg Bumd bd Do bt Pt bt Dt

the number of the corrected spectra.

---------- 1
further 1
data 1

---------- 1

data for 1
mat, K as 1
for NEW 1

ni,n2,n3, 1
contentes 1
of the neul
channels 1§
(n3 data)sl
repeated 1
n times 1

In the last column of this table, the expression
“the numbers of the”) has to be

______________ l
parameterst: 1
number of ...l
-------------- l

1
1
1

.............. l

ni: correctedl
spectra 1

ne: new 1
spectra 1
-------------- l
1

1

1

1

.............. l
n ¢! changes 1

ist corr.l
channel 1

deleted 1
channels 1
new 1

channels |



- 74 -

5. SubfFf il e man ipul atioms

In practical work uwith the stored data, several operations
need to be performed in which the subfiles appear as undivided
items. Program RFIT provides for a large variety of such tasks.
Before their discussion, it is necessary to explain the role and
overall structure of the files composing POF. These tasks and files
are summarized in Tables 5.1 and 3.2, respectively.

S.1. The files composing PDF

- o i ———— - - -

PDF consists of tuwo files: the directory file and the data
file. In the described version of program RFIT, the logical number
of the former is 80 while that of the latter is 81. Both are direct
access disk files, The record lenath is 3 words for file 80 and it
is 20 words for file 81 (i.e, 36 and 80 bytes, respectively).

In the directory file, ocne record corresponds to each
subfile. The significance of the 9 words is the following:

- the first 3 words contain the subfile identifier (cf. Section
2.1);

- the next 3 words contain the experimenter's name as given at
Question 3 (cf. Section 2.2.2);

-~ the 7th and 8th worde contain the numbers of the core
certificate and core map, respectively, as given at Question 3
(cf. Section 2.2.2)5

- the 9th word contains the number of the first record corres-
ponding to the subfile within file B8l1.

This information is used for implicite subfile selection (ses
Section 3.2.2). The maximum number of records allowed for file 38O
is 3000,

For each subfile, the significance of the individual
records within the data file (f.e. file 81> is the follouing:

- the first record contains the subfile identifier, the total
number of the questions for which the subfile contains data, and
the total rniumber of recorde corresponding to the subfile’
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- the next 1@ records contain the question numbers and the total
numbers of the records corresponding to each of them:

- the 12th and the follouwing records contain the data given at the
individual questions.

It follows from this that the minimum number of records corres-
ponding to a subfile is 12 while practically there is ro upper
limit to it since it is limited only by the size of file 38t which
is 130000 records (for the described version of program RFIT).

Files 80 and 81 will be referred to as permanent disk
files. Origirally it was for safety reasons that two backup copies
of these disk files were prepared on magnetic tapes and tasks uere
provided for restoring the disk files from one of these magnetic
tapes. The logical numbers of the latter files are 60 and 61. In
the EC-1040 version of program RFIT (cf. Refs. [21 and [(31), the
copies to files 60 and 61 uere mandatory since this was the only
way of preventing the loss of PDF due to the rather frequent
mal functions of the disk drives available at that computer. OFf
course, once copies exist on magnetic tapes, it is not expedient to
cons ider them only as backups since otheruise they allow to perform
such operatijons which would be rather difficult or even impossible
without the tapes. The described version of the program runs on a
rather safe computer which allouws to leave the preparation of the
backup copies to the user's consideration. In accordance with this,
the additional uses of files 6@ and 61 become further emghasized.

Files 6@ and 61 are identical and both are combinations of
files 80 and 381: corresponding to each subfile, the first record is
taken from directory file 80 which is followed by the records taken
from data file 81. The last word of each directory record is not
copied to the tapes since it has no significance for them. It
follous from this that the record length is wariable on the tapes:
these files are mixturez of recorde of 8 and 20 words in length.

Most subfile operations are performed in temporary disk
files which are scratched and released upon terminating the job
step. The main reason of thic is that they allow to protect the
permanent disk files from eventual user errors. Both neuw and
corrected subfiles are first put to these temporary files and they
are recorded to the permanent (disk and tape) files only if the
user deliberately tells the program to do so. This allows the user
to check his/her input data first and to make the subfile permanent
only if he/she is sure that it is correct. As pointed out in
Sections 3.1 and 4.1, subfiles with structural errors cannot be
created even on the temporary files. Consequently, an eventually
faulty subfile can not make any harm to the other subfiles. The
point of this cautious approich is rather that the deletion of
subfiles from the permanent files is a lengthy and costly operation
Cespecially if the faulty subfile has already been copied to the
magnetic tapes).

There are 4 temporary filess
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- File 77 may contain 50 subfiles. The maximum number of records
on it is 150800. It has the same structure as file 81. The
corresponding directory data are in the computer memory. It is
involved in most subfile operations but is used also for manipu-
l1ating CLIB and EDF (see Chapter 7).

- Files 79 and 7?5 may contain only one subfile each. They have the
the same structure as file 81. They may contain 1008 records at
max imum. They are needed only for task CORR (see Chapter 4).
Fur-thermore, file 74 is used also if some options of the
implicite subfile selection is applied to files 60 or B2 (cf.
Section 3.2.2).

- File 76 is mainly used for fitting tasks RFIT and EVAL (see
Chapter 35 of Part 2 and Chapter 6, respectively). When manipu-
lating PDF, its use is rather limited (see Section S5.2.2). It is
composed from records of 20 uords (as most files used by program
RFIT) uhose total number may be 5800 at maximum.

S.2. Subfile selection

- e - - - - - -

There are two mays of selecting those subfiles to which
the individual subfile operations are applied: explicite and
inplicite. It can be seen from Table 5.1 which task Keywords may or
must go with subfile selection. There are tasks which allow both
ways of subfile selection but their parallel application is
prohibited in connection uwith a given task Keyword.

S5.2.1. Explicite subfile selection

The explicite subfile selection consists in giving the
subfile identifier directly. With the exception of task NEW (which
creates the subfile), all tas¥s manipulate (correct, 1list, copy,
etc.) subfiles stored in the files. In case of tasks inunlving
existing disKk files, the general rule is the following (but therae
are exceptions to it, see the discussion of the individual tasks)s
an explicitely selected subfile is searched in file 77 first and
the program turns to permanent files 80 and 8! only if there is no
subfile with the given tdentifier in file ?7. Both in file 7?7 and
the permanent files, there may be subfiles with a common iden-~
tifier. If €0, the program selects the first one of them and
ignores all of the other ones. There are two ways of selecting the
latter explicitely: either by renaming the former or by repeating
the common identifier as many times as there are such subfiles.
This problem is related only to the explicite subfile selection
mode. In case of implicite subfile selection, subfiles having thea
same identifier can be reached without difficulty, Further details
of all this are presented in connection uwith the individual task
Keyuwords .

The explicite subfile selection may be used in connection
uith eveery task Keyuword if indeed they allow or require subfile
selection. (The same is not true for the implicite subfile
selectiorn, cf. Table S.1.> There are task Keyuords which, according
to the seance, allow only explicite subfile selection. These are the
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following:

- TasKk NEW , since it creates the subfile from scratch,
consequently, the information needed for implicite selection is
not available yet.

-~ TasK RENM (i.e. rename) since it involves nothing else than
the subfile identifier <(cf. Section 5.3.3)>.

~ Tasks RNM? and DEL? since they operate only on file 77 for
which no implicite subfile selection is accepted at all (c+f.
Sections $5.3.3 and 5.4.49),

In case of explicite subfile selection, the identifiers of
the selected subfiles are noted in the computer memory. The array
available for thic is dimensioned to 20 items at maximum. That is
why the total number of explicitely selected subfiles is generally
restricted to 26 in connection with one tasK Keyword. This set of
subfile identiviers applies to all task Kevwords which are given in
the same input line while all tack Keywords which are given in
separate and later input lines delete the subfile identifiers notad
for the previous tac¥ Keywords.

S3.2.2. Implicite subfile selection

There are cases when it is not expedient or is even
impossible to specify subfile identifiers i.e. to select subfiles
explicitely., The simplest example of this is the case when one just
wishes to Know which subfiles exist in PDF catisfying certain cri-
teria. Program RFIT provides for the implicite subfile selection in
view of such cases. It is based on the information stored in the
subfiles,

The general form of the implicite subfile zelection is
either

ALL

or

ITEM A K1, K2
where

-~ the first letter of Keywords ITEM or ALL should be given in the
leftmost position of the input line;

- ALL meanes the celectionn of all subfiles in POF3

- A stands for a letter specifying the characteristics &ccording
to which the subfiles will be sglected? the possible values of A
are discussed below and are summarized in Table 35.3;

- Ki and K2 are parameters the role of which depends on the actual
value of A’ in some cases, further data are needed (see below).

Parameters A, K1, and K2 should be given in the same 1ine as
Keyword ITEM,

The possible values of A are the follcocuwing:
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M means subfile selaction according to the type of measurement
defined by the first 4 characters of the subfile identifier. For
parameter K1, the required measurement type should be given which
has to be one of the symbols listed in Table 2.1. Parameter kK2
has no role in that case, consequently, it may be omitted.

N means subfile selection according to the experimenter's name as
given at Question 3. Folloming the letter N, the required name
should be given (separated by one or more spaces fraom N,
Parameters K1 and K2 will contain the 8 first characters of it.
0f course, the specified name may be shorter than 8 characters.
The program will select all subfiles for which the specified
group of characters appears in words 4, 3, and & of the directory
file (cf. Section 5.1). This flexible way of searching the
experimenter's name had to be chosen instead of a simple
comparison of the full names mainly in view 0f the uncertain
transcription of Russian names with English characters. For
example, the same Russian name has been found in the follouwing
forme: Epanechnikov, JepanecsnyikKov, Yepanechnikou. 1t follous
from this that the input 1line

ITEM N YEPANECHNIKOW

would not result in the required subfile selection since the
subfiles with different transcriptions would not be selectad.
That is why the safest approach is to j3ive only

ITEM N EPANE

which contains only the common part of the mentioned trans-
criptions.

D means subfile selection according to the cate given in characters
S t0o 10 (incl.) of the subfile identifier. The values of
parameters K1 and K2 give the first and last dates of the
required time interval, respectively. All subfiles will be
selected the dates of which are within the specified closed time
interval (i.e. including the limiting dates).

K means subfile selection according to the core& configuration. The
values of parameters K1 and K2 give the numbers of the core
certificate and core map, respectively. Each of them may be
omitted <but not both at the same time). 1f s0, the subfile
selection will correspond only to the specified one. If K2 is
omitted, the format is

ITEM K k1
while K1 is omitted in the following ways
ITEM K /K2
¥ means subfile selection according to the position of the subfile
within the directory file. The values of parameters K1 and K2

give the first and last positions of the required range, respec-
tively. As described in Section S5.3.1, the directory data of the



subfiles can be printed, and the printed items are numbered. This
way of subfile selection makes reference to that numeration. The
subfile selection will correspond to the specified closed
interval (i.e. it will include the limiting numbers K1 and x2).

means subfile selection according to which questions are ansuered
in the subfile. The value of parameter K1 gives the total number
of questions concerned. Parameter k2 is irrelevant in this case
and should be omitted. Following K1, the numbers of the questions
concerned (i.e. K1 integers) are given (uwhich may be continued in
the next lines if necessary). Sometimes, the list of the question
numbers would be rather long. This can be simplified if it
contains all numbers belonging to some intervals. Then the
program alltous to give only the ends of the interwvals separated
by asterisks (x), For example,

ITEM R €6 63 738 1»10 21240

means GQuestions 63, 78, 1 to 18 (incl.), and 21 to 40 (incl.).
Note that the value of k1 is the total number of integers
actually given (i.e. 6) and not the total number of the questions
defined by these input data <(uhich would be 32 in the example at
hand). Mote that here, exceptionally, the question numbers need
not be given in ascending order. All subfiles will be selected in
which at least one of the specified questions are ansuwered. The
program accepts negative question numbers as well: they mean the
selection of those subfiles in uhich the specified questions are
not answered. For example, the following input data

iTEM R 3 2 -5 22

result in the selection of all subfiles in which either Questions
2 or 22 are ansuered, for one hand, or Guestion 35 is not
ansuered, for the . "“er hand. Negative question numbers may not
be given in fc .tervals.

means subfile selection according to the information stored in
the subfiles: those subfiles will be selected in uwhich some
specified information is stored at specified Questions. This way
o€ subfile selection may be related only to GQuestions it to 6@
Cincl.). The character of the information searched for subfile
selection can be either a string or an integer or a real number.
1t derende on the particular question which of them is
applicable. At Questions 7, 8, and 22, only an integer can be
searched but two cases are possible for the cther questions as
shoun by Table 5.4 and explained consecutively.
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Table 5.4. Cases for subfile selection mode 1ITEM C

- - o v e e e = e = e = e = e W T . -

......... | R L LT U
Question 1 case 1 1 Case &
_________ l-_---_--_--——1-----------_
3 I integer I real number
......... l-------------l-..-__-__-_-_
?, 8,22 1 integer H -
......... l_____----_-_-[_---_--__---
9 1 integer 1 string
......... T T iy,
text 1 string I real number
......... l---.__.--------x---——-—_—---_

For the individual questions, these cases are the following:

- for Question 5, the integer is compared with the numbers of
the core certificate and core map while the real number is
compared with the moderator level, the boric acid concen-
tration, and the nominal reactor pouer:;

- for Question 9, the integer is compared with the calibration
data set identifier while the string is compared with the
material names

- for text questions, the string is searched throughout the text
available at them: when a real number is specified, the
program reads any numeric data which are within the text and
compares them with the specified real number.

In case of ITEM C, the value of parameter K1 gives the total
number of such comparisons. Their relation to one another is the
logical OR relation i.e. the subfile is selected if at least one
of these comparisons results in a match for at least onz of the
questions specified for the individual comparison:z. Parameter K2
is irrelevant in this case and should be omjtted. Folloming the
Iine

ITEM € k1,

further data defining these compar isons are given in separate
lines. This means that the following is repeated Kt times:

- the question numbers are given first <(see bslow) followed by
-~ the case number (i.e. t or 2 according to the table), finally
- the information to be matched is given.

There is no limitation as to houw all these data are broken into
1ines except that the string should be finished in the sama line
as started and that the data for svery comparison (test) should
start in different lines. The question numbers are specified in a
way similar to the case of ITEM R! the total number of these
quastions is given first followed by their numbers. Sometimes,
the 1ist of the question numbers would be rather long. This can
be simplified if it contains all numbers belonging to some
intervals. Then the program allous to give only the ands of the
intervals separated by asterisks <x). For example, the input data



ITEM C 2
1t 9 2 cCulee.
6 13 18 1218 21248 1| COPPER ACTIVITY

define the following subfile selection criterium:

- material name °‘'CU108.’' occurs at Question 9 and
- the string 'COPPER ACTIVITY' occurs at at least one of
Guestions 13, 18, 1 to 1® (incl.), and 21 to 498 (incl.).

Note that, in the last input line, 6 is equal to the total number
of integers actually given and not the total number of the
qQuestions defined by these input data (uhich would be 32 in the
example at hand). Note furthermore that here, exceptionally, the
qQuestion numbers need not be given in ascending order. 1§, for
the specified case number, different Kinds of information mould
correspond to the specified questions (see Table 5.4), an error
message is generated.

Except for the last two options (i.e. R and C), the
information involved in the subfile selection is stored in the
directory file 80. It follows from this that such options of the
implicite subfile selection cdo not require too much computing time
while the use of options R and C (especially the latter) may be
rather time comsuming since they require the search of the subfile
itself. This should be borne in mind when the input data are
formul ated. In addition to this, the following remarks should be
taken into account:

- Keyuword ITEM may be applied % times at maximum in connection
mith one task Keyword.

- The relation of the successjve subfile selection conditions
to one another is the l1o9ical AND relation: the subfile is
selected if and only if all the specified conditions are ful-~
filled. Note that the different conditions belonging to the same
ITEM C are in the logical OR relation to one another. This
allouws to compose qQuite sophisticated subfile selection
criteria.

- As the successive selection criteria are evalu:ted, the prosram
j0es over to the next criterium only jif the previous ones did
not result in the rejection of the subfile. It follows from this
that it is not neutral in which order the criteria are given in
input. Those should be 9iven first for which the odds of rejec-
ting the subfiles are the greatest. Anyhouw, the last ones should
possibly be ITEM R and/or 1TEM C.

At the end of the present chapter, a number of examples

are given which help to understand the use of the various options
of implicite subfile salection,

5.3, Subfile inventory

The Knowledge of the subfile inventory is an important
prerequisite of manipulating subfiles. The tasks are the following!



In relation to the permanent diskKk files, tasks SUBF and SUBT
allow to print out the dirertory data of all or some selected
subfiles. The same can be done in relation to the subfiles
ava‘lable on the magnetic tapes by using task SFMT.

For some subfile operations, it is necessary that the contents
of the permanent disk files and the magnetic tapes uere
identi-al. Task Keyuord COMP allows to check whether this is
really the case.

Finally, tasks RENM and RNM7 serve for changing the subfile
identifiers. The former operates on the permanent disk files
while the latter on temporary file 77.

®%.3.1. Tasks SUBF and 3SUBT

Tasks SUBF and SUBT allow to print out the directory

irformation (see Section S5.1) concerning the subfiles stored in the
er*rinar~iat diskK files. RemarKs ori the use of these tasks:

rth explicite and implicite subfile selections are accepted. If
the sub’ile selection is omitted, an error message is generated.
With task Keywords SUBF and SUBT, the explicite subfile
se’ec*ion is practically equivalsr 't to checking whether the
sele~ted subfiles exist and it lucates them within POF.

e difference between tasks SUBF and SUBT consists in that

the former ignores those subfiles which have been deleted by the
vet of task DDEL wuhile the latter takes all subfiles into
ac~cunt, Faor the deleted subfiles, the number of the first
record within the subfile is printed mwith a negative sign.

The srintouts prepared by these taske define the numbers which
lorate the zubfiles for implicite subfile selection mode ITEM X
{cr. Section 5.2.2).

3,3.2. Task SFMT

- s o o -

TaskK SFMT allouws to print out the directory information

(cf. Section S.1) concerning the subfiles stored in magnetic tape

Remarks on the use of this task:

Both explicite and implicite subfile selections are accepted. If
the subfile selection is omitted, the srograrm considers that all
subfiles should be selected.

With task Keyword SFMT, the explicite subfile selection is
practically equivalent to checking whether the selected subfiles
exist and it locates them within the tape.

14 ITEM R and/or ITEM C are used for implicite subfile
selection, all subfiles are first copied to file 74 and <the
selection criteria are applied to it only after this. (This
circumstance mares the operation rather time comsuming if the
number of the subfiles is large in POF.)

The printouts prepared by this option define the numbers which
locate the subfiles for implicite subfile selection mode ITEM X
(cf. Section J.2.2).
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5.3.3. Tasxks RENM and RNM?

Tasks RENM and RNM? are used for renaming the subfiles
i.a. for changing their identifiers. According to the sense, only
expPlicite subfile selection is permitted with these task Keyuwords.
The general form of the input data is

RENM Cor RNM?7)

1. old subfile identifier
1. new subfile identifier
2. old subfile identifier
2. new subfile identifier

and s0 on until the next task Keyuord. Within each pair of
successive "old” and "nen" subfile identifiers, the subfile having
the "old identifier®" is found and its identifier is changed for the
corresponding "new” one. RemarkKs concerning the use of these taskss

- 14 a subfile to be renamed is not found, an error message is
generated but this does not influence the renaming of those
subfiles which could be found.

- The program notes the new (renamed) subfile identifiers and
thei» 1ist is available for other tasks given in the same 1line
as RENM.

~ In connection with one task wxeyword RENM (or RNM?7), 10 subfiles
can be renamed at maximum. lWould this not be sufficient, the
tasK Keyword should be repeated after the 10th subfile.

- An error message is generated and nc subfile is renamed if the
total number of the speacified subfile ‘dentifiers is odd.

- Differences betuween RENM and RNM?3

% In case of RENM, the subfiles are searched in the permanent
disk files while, in case of RNM?7, they are searched in
temporary file 77.

% Application of tasK RENM creates a list of subfiles which
can be used later by task EVAL (see Chapter 6). This is not
the case for task RNM?7,

%2 In case of RENM, the renamed tubfiles are copied to temporary
file ?7 while, in case of RNM?, the renamed subfiles remain
in file 7?7 in their original places. It follous from this
that the application of task RENM does not change the state
of the permanent disk files, unless the renamad subfiles are
not recorded to them (cf. Section 5.4.1). The most effective
application of task RNM? is the renaming of the corrected
subfile varsions created by task CORR (see Chapter 4),

2 Would several subfiles have the same identifier, the first
one of them is renamed. As to the other ones, the situation
is differeant for these tasks. In case of RNM?, the others can
be reached by repeating the common jdentifier among the "old”
ones since the state of file 77 changes after the first
subfile has been renamed. In case of RENM, however, the other
subfiles cannot be raached since, as said abovs, the ranaming
of the first subfile does not change the state of permanent
files 80 and 81 unless the renamed subfile is recorded to
files 80 and 81 and then the original subfile is deleted
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(e.9. by task DDEL, see Example 5 in Seaction 5.6). That is
uhy one had better avoid the presence of subfiles with common
indentifiers !n the permanent filas.

3.3.4. Tasxk COMP

The use of some tasks involving the copying o0f subfiles to
magnetic tapes requires that their contents were identical to one
another and to the permanent disk files. Task COMP allous to check
this. It is used alone i.e. no subfile selection may go with it. If
differences are found betuesen the permanent disk and one of the
tapes, an error message is generated and the axecution of the
program is terminated.

The compar ison of the subfiles does not go into the
details of the information stored in them. It is restricted

- t0o the directory data of the subfiles (cf. Section S.1) and
- t0 the total number of records stored in the subfiles.

S.4. Copying and deleting subfiles

Program RFIT allous to copy subfiles

= from temporary file 77 to the permanent disk and tape files
(tasks RCRD and DREC))

- from the permanent disk files to the tapes (tasks DEL and
COPY)

- from a tape to the permanent disk files and to another tape
(tasks REST, DADD, and ADD ).

Subfiles can be copied to the permanent filas only after they have
been initialized by tasks OMMY and DOMY. Theare are several says of
deleting subfilest

- task DDEL deletes subfilcs only from the permanent disk files)
the result of this operation can be reversed by task UNDLS

- tasKk DEL deletes subfiles both from the permanent disk files
and tape 602

- task DEL?7 allows to delete subfiles only from file 77,

It can be seen from this introduction that there are pairs
of tasks for soms of the operations (RCRD/DREC, DEL /UDDEL,
DMMY/DDMY, and ADD /DADDY. Those uwhich are differentiated by an
additional letter D in the task Keynord affect only the permanent
disk files while the other ones change the contents of tapes 60 and
81, too.

S5.4.1. Tasks OMMY and DDMY

Most cperations which copy subfilaes to the permanent disk
and tape files sssume that soms subfilws already exist in them. It




follous from this that PDF needs to be initialized before any data
can be included into it. That is the role of tasks DMMY and DDMY
which create a dummy subfile identified as

MAB1016100

and containing only the minimum number of (i.a@. 12) records. TasKs
DMMY and DDMY differ from one another by that the 1latter puts this
dummy record only to disKk files 80 and 8! while the formar puts it
to tapes 60 and 61 as uwall. Remarks concerning their uset

- They are used only at the very beginning of the work uith PDF.
When, later on, some real subfiles mill have been recorded to
PDF, this dummy subfile can be deleted from it.

- TasX Keywords DMMY and DDMY are used alone {i.e. no subfile
selection may 90 with them.

- Tasks DMMY and DDMY scratch all information eventually stored
in permanent diK files 80 and 81. Task DMMY scratches all
previous information also from tapes 68 and 61. Consequantly,
one has to be very cautious with their use.

3.4.2. Copying subfiles from file 77 to the permanent files

(tasks RCRD and DREC)

Tasks NEW , CORR, and RENM create subfiles on temporary
file 77. They can be copied to the permanent files by using tasks
DREC and RCRD. The former affects only disk files 80 and 81 uhile
the latter copies the same subfile alszo to tapes €60 and 61. Apart
from this, their effects are the same as formulated below in terms
of task RCRD:

- In the first step, each subfile is copied from file 77 to disk
files 80, 81, and tape file 60. Copying of the next subfile
starts only after that the previous one has been copied fully to
tape 60 and a message about this fact has appeared in the }ine
printer output,

- When all subfiles have been copied from file 77 to files 88, 81,
and 60, they are copied to tape 61 from files 88 and 81.

- Finally, the directory of file 77 is scratched.

As said above, no copy .is made to tapes 80 and 61 in case of task
DREC.

The new subfiles are copied behind the existing ones but
their relative sequence remains the sams as in file 77. When & new
subfile is included into the permanent files, the program does not
chackKk whather their ideantifiers are diffarent from those of the
existing ones. It is noted finally that no subfile selaction may go
with tasks DREC and RCRD.

3.4.3. Copying subfiles from the tapes to the permanent files
(tasks REST, ADD , and DADD)

There are tnree sl ightly different ways of copying
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subfiles from magnetic tapes to the permanent disk files: tasks
REST, DADD, and ADD .

In case of tasKk REST, the permanent disk files are
restored from magnetic tape 60. RemarKs concerning its use!

~ Both explicite and implicite subfile selection modes are
accepted. If no subfile selection is specified, the program
cons iders that all subfiles needs to be selected.

~ When taskK REST i{s used for the first time uwithin the job step,
all information eventually existing in files 80 and 81 is
overuritten. It follouws from this that the use of task REST need
not be preceded by the use of task DMMY (cf. Section S5.4.1) and
the same precaution is advisable as in case of DMMY.

- When tasX RE5ST is used several times within a job step, the
subfiles selected by the second, third, etc. uses of task REST
do not overwrite the existing information but simply continue
the sequence of the previously restored subfiles.

- The program does not check whether the identifiers of the copied
subfiles are different from those of the existing ones. Further-
more , the program does not check whether the subfile jdentifiers
to be corpied belong to those listied in Tabtle 2.1.

In case of task DADD, the operations are almost the same
as in case of REST. The differences are the follouing:?

Task DADD acts as the second and repeated applications of

tasKk REST: it copies subfiles from the magnetic tape behind the
subfiles already existing on disk files 80 and 81,

- The logical number of the tape file file from uhich the cop: is
made is 62.

The program checks whether the subfile identifiers to be copied
belong to those which are listed in Table 2.1.

Tasks DADD and ADD differ from one anocther only by the
simple fact that the latter copies the subfiles not only to disk
files 30 and 81 but also to tapes 60 and 61 as a continuation Jf
the subfiles already existin3d on the tapes. 1t follous from this
that operation ADD can be successfull only if the subfile
structures on disKk files 80 and 81, fur one hand, and on tapes 60
and €1, for the other hand, are identical. This is a typical case
when the appl ication task COMP is desirable before one can go over
to the application of these tasks (cf. Section 5.3.4),

$.4.4, Deleting subfiles from the disKk files
{tasks DEL , DDEL, DEL?, and UNDL)>

Subfiles can be dealated directly only from the diskKk files,
TasKk DEL? operates on temporary file 77 uhile tasks DEL , DDEL, and
UNDL oparate on permanent disk files 80 and 81. The use of task DEL
involves also magnetic tape 60. Corresepondingly, its use is dis-
cussed also among “he respective copying tasks (cf. Section 5.4.5).

Let us discuss the use of task DDEL first. It serves for
deleting subfiles from the permanant disk files 80 and 81. The
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records themselves which belong to the selected subfiles are not
deleted from the disk physically but they are only marked: for the
selected subfiles, the numbers stored in the 9th words of the
directory file records are changed to negative. The effect of this
is that such subfiles will not be selected afterwards neither
explicitely nor implicitely. The only exceptions to this are tasks
SUBT and UNDL. The former is discussed in Section 5.3.1. TasK UNDL
is the inverse operation of DDEL. Actually, the numbers stored in
the 3th words of the directory file records are changed to positive
for the selected subfiles thus making them available l.ter on for
all tasks. Remarks to the use of tasks DDEL and UNDL:

~ Both explicite and implicite modes of the subfile selection are
accepted. 1f no subfile selection is specified, this generates
an error messaje.

- The selected subfiles are searched only in the permanent disk
files 88 and B8t even in case of explicite subfile selection.

- 1f some of the subfiles selected explicitely are not found on
the disk, this generates an error message but this does not make
the DDEL or UMNDL operations ineffective for those subfilaes which
could be found.

The effect of task DEL 1is much more drastic than that of
task DDEL: the selected subfiles are scratched in such a way that
the subfiles selected for task DEL are physically lost. The
program preceeds in tuo steps: first, all subfiles which are not
selected are copied from the permanent disk files 80 and B! to tare
60 (overuriting the previous contents of this tape): after having
finished this, the contents of tape 68 are copied to disk files 80
and 81 (overuriting their original contents). The seconc step is
actually equivalent to restoring all subfiles (i.e. to the first
use of task REST uithout subfile selection, cf. Section 5.4.3).
Remarks to the ucte of tasw DEL ¢

- Both explicite and implicite modes of the subfile selection are
accepted. If no subfile selection is specified, this generates
an error message.

- The selected subfilee¢ are searched only in the permanent disk
files 80 and 81 even in case of explicite subfile selection.

- No copy is made automatically to tape 61. This is done only if
tasKk Keyuword COPY is given in input <(cf. Section 35.4.3).

- 1§ some of the subfiles selected explicitely are not found on
the disx, thics generates an error message but this does not make
the deletion of those subfiles ineffective which could be found.
As a matter of fact, the deletion of the subfiles marxKed by tasx
DDEL can be made definitive by a DEL operation if no subfiles
are selected (e.9. by specifying a subfile identifier which does
not exist in the permanent disk files).

- The contents of the permanent disk files change only in the
second step i.e. when copving to tape 60 has been finished, It
is important to take this into account when the job is termi-
nated due toc the time 1imit specified for the job, The program'’'s
output ie¢ clear in this respect!

* while the subfiles are copied to tape 6@, the program prints
the identifiers of those which are deleted: if some of them
swere marked previously by task ODEL, they are lost now?



during this operation, the permanent disK files are not
changed:;
%2 this is finished when the notice

THE FOLLOWING SUBF ILES HAVE BEEN RESTORED FROM MT:

appears in the line printer output;s the identifiers nf the
subfiles copied to the permanent disk files are given in the
line printer output. '
It can be seen from this that whenever the job is terminated, we
always have a version of PDF from which the subfile manipu-
lation3s can be continued (either from the original disk files or
from tare 60).

- s tasKk DEL involves a rather lengthy operation (especially
when there are many subfiles in PDF), it is advisable to be
economical with its use. Normally, only task DDEL is meant for
everyday use in connection with PDF.

In view of the difficulties connected with the use of
tasks DEL , DDEL, and UNDL, it is better to record only such
subfiles to the permanent files which need not be deleted from them
afternards. That is why it is recommended to delete the useless
subfiles already from temporary file ?7 before they are recorded to
the permanent files. That is the role of task DEL7. Remarks to its
uses

- Only the explicite mode of of the subfile selection is accepted.
I1¥f no subfile selection is specified, this generates an error
message.

- The effect of task DEL? is restricted to tenmporary file 77.

The permanent files are not affected at all.

- If some of the subfiles selected explicitely are riot found on
the disk, this generates an error message but this does not make
the deletion of those subfiles ineffective which could be found.

The use of taskK DEL? is illustrated by Example 2 of Section S5.6.

5.4.35. Copying subfiles from the permanent disKk files to the tapes

(tasks DEL and COPY)

As discussed in Section S5.4.9, the use of task DEL
results in a copy of the permanent disx files to tape 60 which is
copied back to the disks. When this backward copy is not neaeded,
task COPY should be used. Its effect depends siightly on whether
some subfile selection has been specified in the input data or not.
The main difference consiszts in that the copy is made to tape 61 if
no subfile selaction is specifiead whije the subfiles are copied to
tape 82 in the opposite case.

Let us consider the case of copying to tape 61 first. This
task is primarily meant for preparing backup copies of POF. That is
why its use 1s as simple as possible! the input data

CoPY
END




are sufficient for obtaining a backup tape 61. Copying is finished
when the notice

A FULL COPY HAS BEEN MADE

appears in the line printer output. (The identifiers of the copied
subfiles are not printed.) Task COPY is most frequently used in
connection either uwith tasx DELL or with task REST. In view of
their importance, these cases are discussed separately. (In the
follouing examples, tasKk Keyword END could be replaced by any
othar task Keyword without changing the effect of taskKk xeyword COPY
if the job is continued uwith other operations.)

The input data

REST COPY
END

result in the following operationst

-~ all subfiles are copied first from tape 68 to disk files 80 and
81 (destroying their original contents),

- then a backup copy is made to tape 61 from the disKk files
(destroy ing the original contents of tape 61).

I¥f some subfile selection is specified in this example, both
operation REST and COPY will affect only the salected subfiles and
the copy will be made to tape 62. This remains true aven if all
subfiles are selectedt the input data

REST COPY
ALL
END

result in the same operations as in the previous example but the
copy will be made to tape 62.

Things are slightly different if task COPY is used in
connection with task DEL since some Kind of subfile selaction must
be specified with DEL . Let us suppose that the input data are the
follouwing:

DEL CoOPY
MAB 190100
END

The operations will bea?

- all subfiles but the specified one will be copied to tape 605
- the content of tape 60 will be copied to disk files 80 and 815
- a backup copy will be made to tape 61},

As to this last example, it should be noted that the second step is
equivalent to a REST operation without subfile specification (cf.
Section %5.4.%). That is why the backup is made on tape 81 (and not
on tare 62>,



The backup copies made in these examples are aluays
identical uwith tape 60. If, on the contrary, some subfile selection
is specified for task COPY, the result can be different from tape
68. That is uhy the output is tape 61 in the former case and it is
tape 62 in the latter one. The follouwing remarxs apply to copies
made to tape 62:

- Both explicite and implicite subfile selections modes are
accepted.

- In contrast to the case of copies made on tape 61, the identi-
fiers of the selected subfiles are printed in the line printer
output.

- When tasx COPY is used for the first time within the job step.,
all information eventually existing on tape 62 is overuritten.

- hWhen task COPY is used several times uwithin a job step, the
subfiles selected by the second, third, etc. uses of task COPY
do not overurite the existing information but simply continue
the sequence of the previously copied subfiles. This is
analogous to the catze of task REST. It follouws from this that
tasks REST and COPY may be used together several times in
sequence: the contents of both the permanent disk files and tape
62 will be identical.

5.8. Listing the contents of subfiles

(tasks LIST, PLST, and CLST)

The contents of some selected subfiles car be printed by
us ing task LIST or its versions PL5ST and CLST. In cate of task
LIST, the whole subfile is printed while only the informzxtion
stored at part of the questions is printed for PLS™ and CLST. The
question numbers concerned are determined as follous?

PLST: they are given in input:

CLST: they are the numbers of the questions which have beean
corrected during the last use of task CORR.

When taskK Keywords LIST, PL3T, and CLST are given alone,
the format of the input data is the following:

LIST <(or CLST or PLST)
H
f
data for subfile selection
3
s
data for specifying the question numbers (only for PLST)

The specification of the question numters is not necessary in case
0f tasks LIST und CLST. For task PLST, the question numbers are
specified in the follouwing ways first the total number of the
questions is given khich is followad by the question numbers.
Sometimes, their 1ist is rather long., It can be simplified if 4t
contains all numbers belonging to som2 intervals then, the program
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allous to give only the limits of the interval separated by an
asterisk (2). For example, the input data

PLST

ITEM D ©1t8173 311273
ITEM M MA1O

6 63 78 1210 213249
END

mean printing the information stored at Questions 63, 78, 1 to 10
¢incl.), and 21 to 40 (incl.) in the selected sub iles. Note that 6
is here the total number of integers actually given and not the
total number of the questions defined by these input data <(uhich
would be 32 in the actual example). Here, exceptionally, the
question numbers need not be mentioned in ascending order. The
input data belonging to task PLST should aluways start in a serparate
l1ine but there is no further restriction as to houw they are broken
into lines.

LWhen these l1isting tasks are used in connection with som
other task (e.9. NCW , CORR or RENM) which go with some subfile
selection, the listing task will be relaied to the same subfiles as
the first task. In such cases, the use of tasks LIST and CLST does
not require any additional input data. The structure of the input
data for task PLST is illustrated by the following example related
to this case:s

NEW PLST
H
| 88
input data for task NEW
H
]
+44e
6 63 78 132180 211340
END

where only the input 1line preceding Keyword END is related to task
PLST. The program can recognize very easily where these data startt
when the lina containing ++++ is not followed by a subfile
identifier, this is the beginning of the data for task PLST,

RemarkKs to the use of listing tasks LIST and PLST!

~ Both the explicite and implicite modes of subfile selection are
accepted for tasks LI1ST and PLST. 1f no subfile sealection is
specified, this jenerates an error message.

- The selected subfiles are searched only in the permanent disk
files 80 and 81 in case of implicite subfile selection.

- In case of explicite subfile selection, the subfiles are
searched first in temporary file 77 and the program turns to the
permanent disk files only if the specified subfile identifier is
not found in file 77. 1f there are several subfiles with the
same identifier in any of these files, the program lists only
the first of them.

-~ 14 some 0f the subfiles selected explicitely are not found on
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the disks, an error message is generated but this does not
prevent the listing of those subfiles which could be found.

fAiccording to the sense, the use of task CLST is somewhat
restricted in relation to the other listing taskKks. In order to make
this clear, let us suppose that several subfiles have been
corrected by using task CORR (see Chapter 4). The corrected
versjons of these subfiles are put to temporary file 7?7 and the -
numbers of the questions which have been corrected are noted
individually for each corrected subfile. 1f tasx CLST is used ~
together uwith this tasx CORR, the program sill list the caorrected
information (i.e. the information stored in each corrected subfile
at those questions which have been corrected in them). 1f, however,
task CLST is used somemhat later, the folloming restrictions should
be observed: '

- Only the explicite subfile selection mode is accepted.

- The specified subfile identifiers should be identical to those
of the corrected subfiles and should be given in the same
sequence, The only allowance is that their total number may be
less,

The action of the program wmill be the same as if CLST would have
been given together uith the corresponding tasx Keysword CORR. Error
messages will be generated if:

- no or inplicite subfile selection is specified:;

- one of the specified subfile names does not coincide uwith the
sequentially corresponding subfile name in file 7?7

- more subfiles are specified than corrected previously.

It is noted that such errors can occur not only by improper subfile
selection data but there can be various other reasons, too! e.g.
subfiles might have been deleted from file 77 between the uses of
tasks CORR and CLST. Anyhow, the separate use of these tasks is
exceptional and should be avoided in view these restrictions and
sources of error.

It is noted finally that tasks NEW and CORR automatically
generate a subsequent use of tasks LIST and CLST, respectively, if
the former are the last Keywords in the input line. Therefore, they
should be accompanied by task xeyword MLST (i.e. No LiST) if the
subfile listings are not required:

NEW NLST
and
CORR NLST

This is not necessary if these tasKk Keywords are followed by some s
other ones such as for example

NEW EVAL e

or
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CORR OEL?

5.6. Examples for subfile manipulations

- - ——— W - - - - A h . -

As a conclusion of this chapter, some illustrative
examples of subfile manipulations are given. bMost of them are
trivial to those who are already acquainted with the use of program
RFIT but they will hopefully provide some help for those who just
mant to understand the possibilities offered by the program.

Example 1. Creating and recording two subfiles

- D A E an A n am e o e A — - ———

NEW LIST RCRD
MA1003e677
H

data for the first subfile
'
H
4 e
MR 10060677
s
t
data for the second subfile

s
+4es
END

Explanation: The new subfiles are created first on temporary file
77. Then, their full contents are listed on the line printer
output. Finally, both subfiles are recorded to permanent disk
files 80 and 81, and tapes 60 and 61.
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Example 2. Creating, correcting, recording, and listing tuo
subfiles

e n . - - G D - an S S e = - - W= - —

Let us assume that the input data for the second subfile
of Example 1 are availzble on a magnetic tape in card image format
but this latter tape contains some errors to be corrected before
the subfile may be recorded to the permanent files. Let the logical
number of this input tape be 10. The structure of the corresponding
input data is the following:

NEW NLST
MA10839677

data for the first subfile C(on SYSIN)

+444
PERI 38
MA18160677

data for the second subfile (on tape 18
:
H

+ree

PERI S

CORR DEL7 RCRD

MA1D160677

correction data for the second subfile (on SYSIN)

:
+eee
LIST
MF 18058677
MA1B1650677
END

Explanation: The effect of the use of task Keyword NEW is
analogous to the previous example with the exception that the
automatic listing is now suppressed by the no operation
Keyword NLST. After the input data belonging to the first
subfile, the reading of the input data is switched from 3YSIN
input to tape 18 from which the program creates tre second
subfile. After this, the reading of the input data returns to
the 3YSIN input. The data belonging to the second operation
ara introduced by task Kevword CCORR. When the corresponding
task is accomplished, & third sbfile appears in file 77
which has the same identifier a3 the second one. As the
latter version cf subfile MA1D1SPS?7 is not correct, this has
to be deleted from file 77 before the subfiles are recorded
to the parmanent files. In order to make it clear what
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actually happens, let us think over the effects of the
individual task Keyuwords:?

The following subfiles are in file 77 after the
correctiont

MA 19030677
MALD160677
MA10160677

- The subfile selection for task DEL? is determined by
the list of the corrected subfile identifiers since
Keynword DEL? is given in the same 1in~ as CORR. In the
actual case, this 1ist contains one itemt

MA 19160677
- When task DELY is executed, one subfile identified by
MA18160677

is deleted from file 77. As usual in case of the explicite
subfile selection, this will be the first subfile having
this identifier i.e. the just the incorrect version of the
subfile.

- Finally, the remaining tuo subfiles will be recorded to
the permanent files.

The last operation is the listing of the two subfiles
selected explicitely. As the previous operation RCRD
scratches all information from file 77, the listing will be
made from disKk files 80 and 8l. Of course, if the latter
files contain subfiles having these identifiers, not these
newly recorded subfiles but the clder ones will be listed.
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Example 3. Correcting some subfiles in the permanant files

- - " - e = - e D R N S e e @ e = o= - e

Let us assume that the copper foils used for MI1B2 type
measurements have been recalibrated on 180 September 1977 and the
new calibration factors have been put to CLIB (see Chapter 7) as
the data set identified by 33082. The identifier of the previous
cal ibration data set is 3301. Assume furthermore that it is Knoun
from previous listings that copper is the third material in the
subfiles created before the summer of 1978 while it became the
seacond material later on.

CORR CLST DREC DDEL
1ITEM ™M Mle2

ITEM D 109977 300678
1TEM € =2

1 9 2 cui1e9.

1 9 1 3301

3 3 1

9 3382 Cutee.

444

teed

CORR CLST DREC ODDEL
ITEM M MIe2

ITEM D ©10978 311299
1ITEM C 2

1 8 2 cuiee.

1 8 1 3301

8 2 1

9 3392 cCu199.

444

e s

END

Explanations Both correction steps are related to MIB2 type&
measurements (defined by the lines containing ITEM M MlG2).
The first step is related to measuraments performed betwaen
10 September 1977 and 30 June 1378. As usual in the practice
of the 2R-6 measurements, the reactor has bean stopped for
the summer per iod. Consequently, the the second correction
step is defined for the period after 1 September 1978. These
correction steps differ from one another by that the
calibration data set identifiers are cc.rected for the se&cond
and third materials in the firzt and second steps,
respectively. Further remarks:

- In both correaction steps, the correction data
3 3 1
9 3382 Cui09,

44
+444

and
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3 2 1

S 3382 cCuilee.
+eee

+teee

are stored in file 76 and are applied for all of the
selected subfiles.

As an effect of task xeyuword CLST, the ansuers to
Question 39 are printed fo the corrected versions of the
selected subfiles.

The corrected subfile versions are recorded to and the
original versions are deleted from permanent files 88 and
81 as results of giving task Keywords DREC and DDEL,
respectively.

Note that the order of using Keywords DREC and DDEL is not
arbitraryt it is advisable to record the corrected
subfiles before the original versions are deleted.



Example 4. Correcting and renaming subfiles in thae p:rmanent files

Suppose that the original ersion of one of the corrected
subfiles need to be Kegt. Let it be the second one of three
corrected subfil s. Then the input data look as follous:

SORR NLST
Mif2131076
input data for correcting this subfile
+eee
MABS 1010873
input data for correcting this subfile
+44+
MID2171076
input data for correcting this subfile
X
RNM7
MADS1B1073
MOS0 1075-1
DDEL
MIB2151076
M182171076
OREC
END

Explanation: As results of the firs¢ step (i.e. CORR NLST), tfrree
subfiles are corrected without listing the corrected subfile
versions, the corrected subfiles are created in tempurary
file 77. Further operations:

- The second one (i.e. subfile MADSIBIO7S) is renamed.

- The original versions of the first and third subfiles
(i.e. subfiles MIP2151076 and MIB2171076) are deleted from
permanent files 30 and 8t.

- Finally, all corrected subfile versions are recorded to
permanent files 80 and 31.
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Example 5. Renaming subfiles having the same identifier

e " = = m e e W e we = o -

Suppose that we have 3 subfiles in our data library with
the sime identifier MABS1010735. As explained in Section 35.2.1, only
the first one of them can be reached in case ©of explicite subfile
selection. This unpleasant situation can be changed in the
followuing umay:

RENM DREC
MABS 101875
MABR191075-1
DDFL

MABS 101075
RENM DREC
MABS 101075
MABS 101875 -2
DDEL
MABS 101075
END ’

Explanationt The first step (RENM DREC) puts the first subfile
MADS 101073 to file 77 under the name MADS1O1E€?5-1 which is
recorded (as an effect of tasKk DREC) to permanent files 80
and 81. The subsequent use of tasKk DOEL deletes the first
subfile identified by MABS101073 from the permanent disk
files. When this is repeated, the same is done with the
second subfiles identifed by MABS10107S5 which gets reccrded
to the permanent disKk files under the new identifier
MABS 101873-2 and gets deleted from the permanent disK files,
It is noted finally that task Keyword DDEL can not be put in
the same line a3 RENM and DREC for the following reason. The
renaming operation (i.e, RENM) produces a list of subfile
identifiers which would be available for DDEL but it contains
the renamed identifiers (i.e. MABS101IOB?3-1 or MABS5101IB?S-2)
instead of the o01d ones (i.e. MABS5101075). Consequently, not
the original but just the renamed subfiles would be deleted.



Example 6. Compiling a reduced library of the stored data

Suppose that we have a large number of subfiles in our
data library and uwe have obtained a magnetic tape from a partner
research centre uhich contains some subfiles compiled there. We
want to unite these two libraries and we are requested by a further
institute to send them all subfiles related to core configurations
37 and 72. This can be done in two job steps. The correspond.ng
input data are the follouwing:

Job step 1: COMP
----------- ADD
3UBF
ALl
END

Explanation: It is checked first (by task COMP) mhether the
contents of files 88 and 381, for one hand, and magnetic tapes
68 and 61, for the other hand, are identical. If this compa-
rison turns out to bhe positive, the new subfiles are added to
PDF (by taz:x ADD ). The added subfiles are read from tape 62.
Finally, the subfile identifiers in the new PDF are listed
(by using tasx SUBI).

Job step 2: COPY
----------- ITEM K 57
COPY
ITEM K 72
END

Explanation: ARs cubfile selection data are provided for task
Keyword COPY, the selected subfiles will be -opied to tape 62
(cf. Section 5.4.3)., That is is uhy these operations have to
be performed in distinct job steps unless the original
contents of the foreign magnetic tape may be destroyed. Note
that the first use of task COPY opens the tape while the
second use continues the copying at the point where the first
copy wWill have been finished.



Table S5.1. Tasks for manipulating subfiles

- e - - - —— A = - - . = - -

N.B. See remarks given belouw the table identified by ¢1),
(@), ... in the last column. The full list of the task
Keyuwords is given in Table 2.1 of Part 1. For Keywords

. not mentiored in the prasent table, no subfile selection
is taken into account.

Jrermm— | R ittt D etk T I-=--=---- I~-====- J~===~m-- I
1 task 1 subfile selection 1 input I cutputl 1
1 ittt I 1 I remark I
1 xeyword 1 explicite 1 implicite 1 +file I File 1 1
| b | | [--mmmen I--e-nn- femmm - 1
1 ADD 1 yes 1 yes 1 62 1 80,81,1 <65  {
1 1 1 1 1 8,61 1 1
| R it -~ ) R b R P I----~-- == Jrmmmm - 1
1 CLST 1 yes 1 no 1 86,81 1 line [ (1, 1
1 1 1 1 27,75 Iprinterl (2),(3)1
) e ) R e D it [--mm = -~ [~~—m= Jemmmmm~ ) ¢
1 come 1 no 1 no 1 60,61,1 - 1 - 1
1 1 ' 1 1 80,81 1 1 1
Jemeemm = -~ —--- I-—--—mmee I---=~=- | R | e 1
1 COPY  { yes 1 yes 1 80,81 1 61,62 I <4),¢6)1
[mecmmmee- ) e et -~ == [----~=- ===~ | s 1
1 1 1 1 SYSIN 1 1 4
1 CORR 1 yes 1 yes 1 ?7,80,1 7?7 1 <), <1
1 1 1 1 81 1 1 ¢
e dalats e etk J-mmcmerm |~ oo~ ey 1
1 DADD 1 yes 1 yes I 62 180,811 <6 ¢
Jer- - [~emmrmeem e [-memm e m - | e | ey J~—mmm—a 1
1 DDEL 1 yes 1 ves 1 80,81 180,31 1 (1) 1
[---vmmm- [remr e J-rmmemee - | R B L L L [-=-===--- 1
1 DEL 1 yes 1 ves 1 30,81 1 60,80,1 (1) 1
1 1 1 1 81 1 1
| e Jomrm e Jrrmmmme e | J-rmmem - | R 1
1 DEL? 1 ves 1 no 1 77 1 77 I <1 5
| I--cemmm - R et [~-mmm- [--emcenm 1
1 0OMY 1 no 1 "o 1 - 1 80,81 1 - 1
Jmerm = - e | e R e T e [-~mme= Jemmmme— 1
1 oMY 1 no no 1 - 1 80,81,1 - 1
1 1 1 1 1 60,61 1 1
) E LR J=emrrecamae ) ) R i Jemeeom- Jommmmmm I
1 DREC 1 no 1 no 1 v 1 30,81 1 - 1
J]=ereeemca L [mrrmmm e ) Joeoenm Jommmmaea 1
1 EVAL 1 ves 1 vee 1 7v,80,1 77 I (3 1
1 1 st 1 1 1
) R atatakd o el Rl Jrmrer e l--rom=- ) Rl Jmmrmmemm 1
1 LIST I yes 1 yes 1 80,81,1 1line 1 (1>, 1
1 1 1 1 77 Ier-interl <2),(35)1
T R e L T Jemmmrcemn = J=emmnmm oo~ | 1
1 NEW 1 ves 1 "o 1 SYSIN 1T 77 I 1 1
Jreooemmna l-=emmmmmee Jomrmemen e Jemmmme Jem——- Jrmemmaa— 1
1 PL3T 1 ves 1 yeE& 1 890,81,1 line 1 (1>, 1
I 1 1 1 77 Ierintart <2>,(8)1
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Table S.1. <(continued)

e et i [---===- 1--—-==- | 1
1 task 1 subfile selection I input 1 outputl 1
| et Sttty 1 1 1 remarx 1
1 keyword 1 explicite 1 implicite 1 file 1 +file 1 1
) R kg Jrrmemmmmn e I--m===- J-~—omme ) e e 1
1 RCRD 1 no 1 no 1 ?7 1 80,81,1 - 1
1 1 1 1 1 686,61 1 1
I--——==-- -~ l-=---—em—=- ) ) 1
1 RENM 1 yes 1 no 1 88,81 1 - 1 <1 1
) Bt et ) D et | R et [======- | e l--==c==- 1
1 REST 1 yes 1 yes 1 66 186,811 (B 1
| e | R L b ) it e atdd ) B J--=--=-- 1
1 RNM? 1 yes 1 no ¢ 77 1 77 1 1) 1
) R ) e s [-=--=-mo==- I--—==e- ) R ) 1
1 SFMT 1 yes 1 yes 1 €o 1 74 1 &>,¢el1
[ | e e Rt | e et l--=>-=- ) e it e bl ) {
1 SUBF 1 yes 1 yes 1 80 1 ~ 1 <« 1
) Rt et bt Bl b Jemmrem e [-==m>== ) R i | R it I
1 SUBT 1 yes 1 ves 1 8e 1 - 1 <1 1
) R it e Jrremrm e === | R | E el 1
I UNDL I yeas H yes 1 8@ ] 60 1 (1> 1
| R | e e ) D et 1------- | O Jommommm- 1
RemarkKs

{1} An error message is generated if no subfile selection is
specified.

{2) All subfiles read from tape 60 will be copied to file 74 if
ITEM R or 1TEM C have been specified for implicite subfile
selection.

{3) In case of explicite subfile selection, the input subfile is
searched in temporary file 77 first. The search is continued in
permanent files 80 and 81 if the subfile is not found in file
?7. The search is restricted to the permanent filet in casc of
implicite subfile selection.

{4) The output fila is tape 61 if ro subfile selection is spacified
while it is tape 62 in the orpposite case.

(3> Warningt if the original versions of the corracted subfiles
have not been renamad by task RNM?, not the correscted but the
or-iginal versions will be printaed.

(8) 1f no subfile selaction is specified, all subfiles will be
selected.
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Table 3.2. The files composing PDF

) e ) R e i | D ity | R e bt 1
1 number 0f 1 peripheral 1 record length i max. number 1
1 the file 1 unit 1 (bytes) 1 of records 1
) e i bl | Rt atatal b ) e L | R L P 1
1 74 1 temporary 1 =1 1 1000 1
1 1 disx 1 1 1
| e e DLl ) e ket ) e e D Ll B ) e T 1
1 3 1 temporary 1 =] 1 1000 1
1 1 disk 1 1 1
| R e e tatnd Joerrr e | R e 1
1 76 1 temporary 1 80 1 5000 1
1 1 disk 1 1 1
| D | R bttt Jemmemmmc e R e el 1
1 ’? 1 temporary 1 80 1 13000 1
1 1 disk I 1 1
| R L ) E L e bt Jemmeemm e e L i 1
1 80 1 permanent 1 38 1 3000 1
1 1 disx 1 1 1
| S L | EE R L et L L e et e it 1
1 81 1 permanent I 80 1 130000 1
1 1 disk 1 1 1
| E e b DD ) e Dbl D | R e adudnded J-evmrrrececc e 1
1 60 1 magnetic 1 32 and 80 1 - 1

1 tare 1 1 1
| e L et L | e e | R atataled ) L 1
1 61 1 magnetic 1 32 and 80 I - 1
1 1 tape 1 1 1
) XL L R e L | L L e L it | e et | e e D 1
1 62 1 magnetic 1 32 and 80 I - 1
) | ¢ tape 1 1 1
| B cre]emercrcccnnen- | E e D b | EE R L e ——— I
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Table 35.3. Tasks for implicite subfile selection

s e e . = - S ek S em -

Remarkt The format of the implicite subfile selection mode is
ITEM A Kkx1, k2

and eventually some additional data depending on the
actual value of parameter A.

Jrom—- ) R el ) e it ) e et e D L LD 1
I A 1 K1 I Ke 1 additional data 1
I=-ae- ) R e b I-——~mmmm - | e L e Ll 1
1 M I measuremant 1| - I none 1
1 1 type 1 1 1
I--=-- ) R et b L D J-emmmmmree = e it I
I N 1 the required name 1 none 1
[~==~= Jrermmremm e ) R e il =~ rrcmrccccn e 1
1 D 1 starting ) ¢ final ) ¢ none 1
) ¢ 1 date 1 date ) ¢ I
) S ) R ettt | e e et | R Ll L ety 1
I K I No., of cora I No. of core 1 none I
1 1 certificate | map | 1
) LD Jrermmemnm e | el et | Lt et D 1
f X 1t starting 1 final 4 none 1
1 ¢ number ) ¢ number 1 ) ¢
Jere=- ) R el | Rl bl [-~=-rmmercrcccne e 1
1 R 1 number of I - I the question 4
1 1 questions 1 1 numbers 1
Jeooe= ) e e et D Ll i | R ettt | el Lt 1
I C 1 number of I - 1 data for the 1
1 ] tests 1 1 individual tests 1
Jroe-- | L Ll el | R e e Lt A 8 S L e R L —m————— --=]
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8. TaskK EVHSL.: evaluating the

data stored im PDF

There are tuo uays of specifying the input data for
$#ittings via the SYSIN input and by taxing them from POF. The
former way is task RFIT uwhich is discussed in Chapter S of Part 2
while the latter is the subject of the present chapter. The corres-
pond ing task Keyuord is EVAL. After the exper imental data are read
from PDF, the parameter estimation and the statistical analysis go
on in the same way as in case of task RFIT.

1¥ the physical contents of the subfiles are compared with
those of the input data to be specified for task RFIT (see Chapter
1 of the present part and Chapter S of Part 2, respectively), it
can be seen that the subfiles contain all the experimental facts
but not those input data which derpend on the user's consideration
and which can vary from fitting to fitting even in relation tc the
same set of rauw experimental data. The follouing groups of the
input data need to be 9iven via SYSIN in case of task EVAL (refe-
rences will be made to the input data groups defined in Chapter 3
of Part 2>t ‘

Group At title of the problem (Group 1)5

Group Bt identification of the fitting function (Group 2) and the
data defining the runs (Group 4)s

Group Ct output EDF file (Group 3) controlled by Keyswords BIBL or
cLIBs

Group Dt the data related to the iteration (controlled by Keyword
INIT) i.e. variables ITM, MALL, KEZD (Group 2) and the
initial guess and fixed paramaters (Group 12>’

Group Et point drop 1imits (Group 168> controlled by Keyuword STEP.

One could say that the subfiles contain the objective part of the
fnput data uwhiie those 1isted obave form their subjective part. In
order to avoid confusion uith the notations used in Chapter 3 of
Part 2, these latter groups of the input data are denoted heras by
jetters A to E (Cincl.,.

All subfiles evaluated by tasx EVAL should be in temporary
$ile ?77. Either they may be created there (e.9. by using tasks NEW
or CORR? or they may bs copied to file ??. These operations will be
called in the following "the preparation of the subfiles® the
details of wuhich are discussed in Section S,1. On the basis of a
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given set of prepared subfiles, an unlimited number of fitting
problems may be formulated according to the rules formulated in
Section 3.2.

6.1. Preparing the subfiles for evaluation

- - . e e = e en we

There are 4 tasKk Keywords which prepare subfiles for
evaluationt NEW , CORR, RENM, and EVAL. The prepared subfiles are
later identified by their preparation numbers. The total number of
the subfiles wuhich can be prepared by one task Keyuword is 20 as a
rule. Task REMNM is an exception sincec this number is 18 for it.

Preparation by NEW :

- - ———— - - - ———

All those subfiles which are created in connection with ona task
Keyuword NEW are taken as prepared for a subsequent evaluation.
Their total number can be 20 at maximum. The corresponcing tasik
Keyuword EVAL may be given either in the same line as NEW or
separately. The preparation numbers are the serial numbers of
creating the subfiles. The general structure of the .nput data is
illustrated as follows (in case of preparing and evaluating 2
subfiles):

input data for creating subfile 1
input data for creating subtfile 2

input data for creating subfile 3

input data for fitting

(In this and the following exarples, any other task Keyvword -
excapt EVAL -~ can stand instead of Kayword END .) As said before,
this 15 equivalent to the following input datas
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NEW EVAL
[ ]

input data for creating subfile 1|
(]
input data for creating subfile 2
]
input data for creating subfile 3
]
t
t
input data for fitting
]
]
END

It is worthuhile to point out hou the program is able to separate
the input data given for creating subfile 3 from those belonging to
the first fitting problem. As discussed in Section 3.1, the input
data for creating a2 subfile start uith the subfile's identifier and
end uwith a 1ine containing only ++++, Now, in the schame presented
above, the ++++ closing the data for creating subfile 3 are not
folloued by another subfile identifier indicating the beginning of
the input data for fitting. It is noted finally that, according to
the sense, only the expl icite mode of the subfile selection is
possible.,

Preparation by CORRt

All those subfiles which are corrected in connection uith one task
Keyword CORR are taken as prepared for a subsequent evaluation.
Their total number can be 20 a% maximum. The corresponding task
Keyword EVAL may be given either in the same 1ine as CORR or
separately. The preparation numbers are the serial numbers of
correcting the subfiles. The general structuras of the input data s
itlustrated as follons Cin case of preparing and evaluating 3
subfiles)s

CORR
'
lnput data for correcting subfile 1|
A .
input data for correcting subfile 2
H
input data for correcting subfila 3
H
EVAL
s
]
tnput data for fitting
H
s
END
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As said before, this is equivalent to the following input datat

CORR EVFAL
]
input data for correcting subfile 1
H
input data for correcting subfile 2
3
input data for correcting subfile 3
H
S
input data for $itting
H
H
END

i1t is worthuhile to point out hou the program is able to separate
the input data given for creating subfile 3 from those belonging to
the first fitting problem. As discussed in Section 4.1, the input
data for correcting a subfile start uith the identifier of the
corrected subfile and end uith a 1ine containing only ++++,. Now, in
the scheme presented above, thz ++++ closing the data for corrac-
ting subfile 3 are not followed by another subfile identifier
indicating the beginning of the input data for fitting.

Remargs

- As a rule, the corrected subfiles are selected explicitely <(as
in case of NEW ) but it is possible to use the implicite mode of
the subfile salection, too. An example of this last possibility
is reproduced here on the basis of Example 6 of Scetion 3.8.

CORR EVAL
ITEM ™M MIle2
ITEM D 1003977 300678
ITEM C 2
1 8 2 Ccu100.
1 9 1 3301
9 3 1
9 3382 Ccuiee.
XXy
444
s
H
input data for fitting
H
s

END

- It is a rathar frequent case that not all subfiles to be
svaluated need to be corrected before avaluation but their
original versions are taxen. Kevywcrd NONE has been introducead
for handling such casess it is given instead of the correction



data for those subfiles which need not be corrected. Let us
assume that only subfile 2 needs to be corrected in the example
given above. The overall structure of the input data is:

CORR EVAL.
tdentifier of subfile 1
NONE
identifier of subfile 2
s
input data for correcting text questions
+4e4 4
]
input data for correcting numeric qQuestions
+444
identifier of subfile 3
NONE

s

input data for fitting
t
H

END

The input data for correcting subfile 2 have been shouwn in a
more detafiled way than previously in order to show that the
lines with ++++ are omitted for those subfiles for which xeyword
NONE is given instead of the data of correction.

As usual with taskx CORR, the subfiles selected explicitely ares
searched first in temporary rile 77 and the search is continued
in permanent files 80 and 8§ only if they are not found in file
7?7. Correspondingly, tuo cases are possible when Keyword NONE is
usedt if the subfile is found in file 77, it is left in place
while it is copied to file 77 if it has been found only in the
permanent files.

Preparation by RENMs

As
m”
as
10

stated in Section %.3.3, the renamed subfiles are copied to $ile
from permanent files 80 and 8f. The renamad subfiles are takKken
prepared for a subsequent evaluation. Their total number can be
at maximum, The corresponding task Keyuword EVAL may be given

either in the same line as RENM or separately. The preparation
numbers are the serial numbers of renaming the subfiles. The
general structure of the input data is illustrated as follows (in
case of prevaring and evaluating 3 subfiles)s



RENM

old identifier of sub+file
new identifier of subfile
old identifier of subfile
new identifier of subfile
old identifier of subfile
nen identifier of sub<ile
EVAL

WWHN e -

H
H
input data for fitting
%
t

END

It is noted finally that, according to the sense, only the expli-
cite rmode of the subfile selection is allouwed for task RENM,

Preparation by EVAL!

D e i ——

then task Keyword EVAL is given in a separatae line, tuwo cuses are
possibles .

- It no data are given for subfile selection, this means that the
input data for fitting will be formulated in terms of a previous
subfile preparation defined by one of tasks NEW , CORR, and RENM
used previously., Some of the examples shown above correspond to
this case. 1f no subfiles are prepared, this generates an error
message .

- 1f data are given for subfile selection in connection uith
Keyuord EVAL, the eventual previous subfile preparation is
cancelled and the selected subfiles will bes taken as prepared
for evaluation. This situation is somenhat different for the two
subfile selection modests

x When it is explicite, the selecizd subfiles are searched in
file 77 $irst. If they are found there, they are laft in
place., If thay are not found, they are copisd to file 77 from
permanent files 80 and 81. The preparation numbers of the
subfiles are their serfial numbers in the subfile selection
l1ist of their identiftiers. '

x When it is implicil«, the selected subfiles are searched only
in parmanent files 80 and 81 and they ara copied to file 77.
The preparation numbers of the subfiles are the serial
numbers of their copying to file 77. (The latter will
correspond to the order of thair storage in the permanent
disK files.)

The total number of the prepared subfiles may not exceed 20.



Remarks on subfile preparationt

- 1f the preparation of some of the subfiles is not successful for
some reason (e.9. they could not be found, they could not be
created or corrected due to input errors), no fitting problem
will be solvedt all data specified for tasx EVAL uwill be read
but they will remain uninterpreted.

- The prepared subfiles take up room in file 77. In connection
with this, the limitations formulated in Section S.1 for file 77
apply (i.e. 30 subfiles and a total of 15000 records at
maximum).

- The subfiles uhich are copiead to file 77 only for the sake of
preparation will not be recorded to the permanent files by tasks
RCRD or DREC (cf. Section S5.4.2). Similarly, they will be
ignored for other tasks, too, operating on file 7?7 (e.g. CORR,
RNM7, LiIST).

- The preparation of a given set of subfiles remains valid either
until the next subfile >reparation or the use of anyone of tasKks
RCRD, ODREC, and DEL7. 1t follows from this that the use of task
Keyuord EVAL uwithout subfile selection does not cancel the
preceding subfile preparation.

- When task Keyword EVAL is given in the same line as other
task Keywords, it should be related tn the subfiles prepared by
the tasks preceding it.

6.2. Input data for fitting

Folloning a tasKk xeyword EVAL, an unlimited number of
fitting problems may be formulated. As in case of taskKk RFIT, the
corresponding input data are djvided into groups which, to some
extent, remind some of the groups belonging to task RFIT (see
Chapter 3 of Part 2) but the amount of the input data is much less
for tasx EVAL since the bulk of the data are taxen from the
subfiles. In order to avoid confusion with task RFIT, the input
data groups belonging to task EVAL are identified by capital
letters (and not by numbers as in case of tasKk RFIT). Those groups
shich should be specified for every fitting problem (i.e. Groups A
and B) will be marKed by an asterisk (2>, The input data belonging
to the other groups (i.e., Groups C. D, and E) are optional. The
latter are introduced by special Keywords and the order of their
speacification is arbitrary. In relation to a fitting problem, each
of BGroups C, D, and E may be g9iven only once. The default values of
the variables to be specified in these latter groups aret

1T = 2, MALL = O, KEZD = 1,

i.e. no parameters are fixed and the initial guess of the 7itted
paramaters will be estimated by the programs furthermore,

NSTEP = 1, mMsT = 9,

i.«. there will be only one point drop step in which all points
will be considered in the fitting. In the explanations given below,
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frequent references need to be made to Part 2 of this user's
manual. Furthermore, the interpretation of part of the input data
is the same as in case ¢f tasKk RFIT. In order to minimize cross
references with Chapter 3 of Part 2, the text is the same here as
there in relation to such variables. In relation to some other
variables, the interpretation is slightly different which are not
aluays pointed out <also in order to simplify the text).

% Group A. Title of the problem:

- = = - -

Any text of 89 characters in length (at maximum) which
w‘ll be printed at the top of every output page. Warning:
the first 4 characters of the text must be different from
the task Keywords (cf. Table 2.1 of Part 1) since the
opposite case would suitch the program to the inadver-~
tently specified tasv. The safest approach is to leave the
first position of the t.tle line blank.

% Group B. ldentification of the fitting function and data
defining the runs:

o = - - - n A e —— A~ > - - -

The contents of this groupr of input data depend on the
type of the subfiles involved and on the number of the
fitting function. Typically, one run is composed of data
belongirg to one material of a subfile, There are
exceptions to this general rule which will become clear
from the following. The general format of Group B is?

M1, J, ard further data (see belomw)
where

MM is a variable identifying the fitting function. As
discussed in Section 1.1.3 of Part 2, it is a
combination of two or three variables:

{M4{ = MODE + 10039 + 102002xKUKAC 6.1)
or
{ MM | = MODE + 108xKUKAC (8.2

depending on the actual value of MODE. The sign of
MM bears additional information:

for MM < O, the program computes the bias according
to Section 4.4 of Part 2 uhile,
for MM > O, the bias is not computed.

The value of MODE should be one of the numb&rs given
in Table 1.1 of Part 2. Variable KUKAC may have
three values (@, 1, and 2) the significance of which
ie explained in Section (.2.11 of Part 2. It is
noted that m i.e. the total number of the fitted
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parameters Cuhich is one of the most important
variables of a fitting problem) is not an input data
but is computed by the program according to Table
1.1 of Part 2.

J is the total number of the runs limited by
8 < J < 21.

The continuation of the data in this group depends on the
actual value of MODE and on whether the fitted data (i.e.
y) are to be taxen from GQuestion 7?38 or from Question 80.
The possible cases will be differentiated from one another
as Groups Bil, B2, etc. from among which aluways one and
only one applies in a fitting problem. TuOo remarks are
made before going over to their discussion:

- the data belonging to this group may be broken into
l1ines without any restrictions

- the value of J must be given also for such fitting
functions which do not involve runs according to Table
1.1 of Part 25 of course, J = 1 is given in such cases
thouwever, J > 1 does not gensrate an error message.
directly but might cause some run time error later)’

- only MODE = 30 and MODE = 38 are allowed for MIB2 type
subfiles:’

- MODE = 32 and MODE = 40 are not accepted for in
connection with task EVAL. (The character 0f the
corresponding input data is such that they do not fit
well enough to be stored in the subfiles.)

% Group Bi. Group B in the general case aret

m, o, [kas> , meg> , sor 3 =1, 2, ..., J]
wher e

KC¢§j) is the preparation number of the subfile from uhich
data are taken for run Js

m¢J>) is the number of the material within subtile K¢(J)
which is to compose run J.

% Group B2. Group B for MODE = 303

As explained in Section 1.2.10 of Part 2, the runs are
composed in the folloning ways

- runs 1 and 2, 3 and 4, S and 8 etc. correspond to
subfiles 1, 2, 3, etc., respectively,

-~ pruns 1, 3, 3, etc, for one hand, and runs &, 4, 8,
etc., for the other hand, belong to the sams pPhysical
matarials and positions,
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It follous from this that the total number J of the runs
should be even. An odd value of J is a data error. TaKing
all this into account, *he format of Group B2 is:

mi, 3, P1, P2, [kciz2), mes-1>, PITHG -1,
m¢j), P2TH(J), for § = 2, 4, ..., J}
where

P1 and P2 are the postition nurbers to which the spectrum
index to be estimated is related:

K¢j/2) is the preparation number of the subfile from
which data are taken for runs (j-1> and j?

mij> is the material number within subfile K(j/2) which
will compose run j7

PITH(}) is the position number of the thermal column data
for run j corresponding to reactor position PI;

P2THC(J) is the position number of the thermal column data
for run j corresponding to reactor position P2.

Remarkst

- Position numbers P1 and P2, respectively, should be the
same in all subfiles <(given either in column 4 at
Question 66 or in column 3 at Question 78) while the
material numbers assigned to the same phys ical material
need not be the same in every subfile C(e.g., it may
happen that plutonium is material 3 in the first
subfile while it is material 1 in the other ones).

~ Position numbers P1TH and F2TH used for the thermal
column may vary from run to run.

- Material numbers m(1)>, m(3>, m(S). etc., for one hand,
and m(2), m(4), m(6), etc., fuor the other nand, should
designate the same physiczl materials.

- As a result of the fitting, a spectral index mil}l be
obtained if P1 = P2 but msterial numbers m<j-1) and
m(j) correspond to different physical materials uhile
the result of the parcmeter estimation will be a
disadvantage factor if position numbers Pi and P2 are
different but all material numbers m(j) desisnate the
same physical material,

x Group B3. Group B for MODE = 383

e W e o

Ns explained in Section (.2.1 o2 Part 2, every run
consiscs of data corresponding to a material within a
subfile. The spectral ratios will te estimated for
positions P<l», for 1= 1, 2, ..., LP) uhere LP is the
total number of the positions. The format of Group B3 is!}
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i, 3, P, [Py, for £=1,2, ..., LP],

[xcs>, mesy, PamHesd, PaTHG), for § = 1, 2, ..., J]

where

LP is the total number of the physical positions:

pcl> is the Qth position number:

KC3)> is the preparation number of the subfile from
which data are taxen for run j§:

mCjy)d is the materiai number uwithin subfile K(j)> which

uwill compose run Js

P1TH()) is the position number of the thermal column data

for run J§ corresponding to round foils:’

P2TH(} > is the position number of the thermal column data

for run J corresponding to hexagonal foils.

Remarks?

%2 Group B4,

As in Group B2, position numbers PITH and P2TH of the
thermal column data may vary from run to run but
position numbers P(1), P(2), ... should be the same in
all subfiles (given either in column 4 at Guestion 66
or in column 3 at GQuestion 798).

The value of LP may not exceed 28. In addition to this,
the total number of the estimated parameters a may not
exceed 20 neither. However, it can be checked only
after all runs have been composed whether this
restriction is observad.

Position numbers PC(1), P>, ... need not _.ccur in
every subfile. Even the extreme case may happen that
some of them do not occur in any of the subfiles
without generating an error message. 1f, houever, a
position number cccurs in several subfiles, it should
des ignate always the same physical position.

The position numhers given for the thermal column data
should be in accordance uith the general conventiont
PITH and P2TH should be o0dd and even integers,
respectively.

Evaluation of spectra stored at Question 80

When not the data matrix "79" but the spectra stored at
Guestion 80 are avaluated, all runs should correspond to
the same subfile. The program differentiates this case
from the previous one C(i.e. from Bi, B2, ano B3> by that
the preparation number K of this common subfile is given
with & negative sign. Correspondingly, the input data for
Group B4 araes
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M, 3, -«, [mes>, s¢gy, for 5 =1, 2, ..., J]
where

K is the preparation number of the common subfile from
which data are taken for all runss

m(i)> is the number of the material within sub”-ile X uhich
is to compose run j?

S$C(J) 1is the number of the spectrum within subfile X and
material m(j> uhich is to conpose run J.

It is noted that it is an error if one of the spectra S(j)
is not found in subfile x for material m(j).

Remarks:

- This option is allowed only for subfile types
DROT, DRDH, MEAS, R281, R282, R283
(see Table 2.1)3

- There are several restrictions as to which options may
be specified at Guestions 68 and 70. Section 6.3.9 is
devoted to their discussion,

Output EDF file (Keyuords BIBL or CLIB)S

1¥ one of the follouwing two lines is given, a new data set
will be included into EDF (see Chapter 7)3

BIBL, data set identifier
or
CLIB, data set identifier

The logical number of the sequential file containing EDF
is 64 or 62 dapending on shether the keyword is BIBL or
CLIB, respectively. (Tha job control DD statemeants should
be formulatad in accordance with thiz.)> The recorded data
set will be composed as follous (see also Group 3 for task
RFIT in Chapter 5 of Part 2):

- it gets the specified identifier:s
- its title will %»e that given at Group A’
~ the recorded field ist

x for fitting functions NNo. 20, 21, 34, and 43¢

xI, \¥Ii D*’I
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for all positions 1 <cf. Sections 1.2.7, 1.2.8, and
1.2.12 of Part 2),

2 for fitting functions NNo. 47, 48, and 49:

"z
- 2

for all positions 1 <(cf. Section 1.2.19 of Part 2),
% for fitting function No. 38t

foil identifier, ﬁh(' error

for all parameters having this physical meaning (cf.
Section 1.2.18 of Part 2).

This group of the input data ﬁas no effect for the fitting
functions not mentioned. In case of functions No. 38, the
foil identifiers are determined in the following way?

- the firs* 2 characters will be identical with those of
material names given at Question 9’

- the third character will be the serial number of the
corresponding position number P(()}

- the fourth character uwill be T or M for P(f) odd or
even, respectively.

It is noted that the program does not check whether the
specified data set identifier already occurs in EDOF or
not. If Group C is not given, no new data set will be
recorded to EDF. The total number of records in E0OF may
not exceed 135000. Would the new data set go beyond this
1imit, an er~or message is generated.

Data related to the iteration (Keyword INIT)t

The data related to the iteration are introduced by
xeyword INIT which is followed by the values of variables
ITM, MALL, and KEZD where

I™ determines the iteration mode. According to Section
3.1 of Part 2, its value may range from | to 4,
incl. (Its usual value is ITM = 2.)

MALL is a variable the absolute valuea of which givas the
total number of fixed or dependent paramters (cf.
Section 1.1.3 of Part 2). The sion of MALL bears
additional informationt

for MALL ¢ ©, some parameters wnill depend on other
ones while,
for MALL > ©, soma parameters nill be fixed,

Further data concerning the fixed or depsndent
paramaters are given at Subgroups D2 to D3, incl.
Warningt | MALL | should be less than ihe total
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number of the fitted parameters (i.e. m). The latter
is the result of a rather complicated computation in
case of fitting functions No. 38. Therefore, it is
advisable to let the program choose the fixed
parameter (s) if necessary and give MALL = 0 here.

KEZD rdicates how the initial guess of the fitted
.arameters will be determined: for KEZD = B, they
will be given as input data uwuhile they will be
computed by the program if KEZDO > @ (cf. Section 3.4
of Part 2),., Further details are given at Subgroups
D2 to DS, incl.

1¢¥ Keyword INIT is not given, the default values are
taken?

™M = 2, MALL = O, KEZD = 1§.

1¥f another value is desirable for at leait one of these
variables, Keynord INIT needs to be given followed by the
actual values of these variables. The continuation of the
input data depends on their actual values (as in case of
task RFIT, see Chapter S of Part 2). Therefore, Group D is
subdivided into subgroups:?

Subgroup D12 ITM, MALL, KEZD
given in the line following Keyword INIT.
This subgroup is the only one which should
aluays be given follouwing Keyword INIT.
The other subgroups need to be given only {f
1™ > 2
and/or
MALL > ©® or MALL < B
and/or
KEZD = O.

The cases are the following (the subgroups defined belouw
must be given in separate lines)!

KEZD = ©

{i.¢. tha« initial guess ot the estimated paramaters are
input data)!

MALL = @1 Subgroup D21 the initial guess is given for all
parameters ay.
Subgroup D3¢ the values of s, for all paramaters
ay tf 1TM = 3 or 4,
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MALL > 8: Subgroup D2: subscripts K of the fixed para-
meters a“z

Subgroup D03: the initial guess for all para-
meters ag taking into account that
these values will not change for
the fixed parameters.

Subgroup D4: the values of sy, for all varijable
Parameters ay if ITM = 3 or 4.

MALL < Ot Subgroup D2: subscripts K for the dependent
parameters a,’

Subgroup D3: the initial guess for all para-
meters ay taking into account that
thece values will be taken as
for the dependent parameters (cf.
Equ. (i1.1a) of Part 2’

Subgroup D4z (x', ﬂu) for the dependent para-
meters (cf. EqQu. (1.1a) of Part 2).

Subgroup DS: the values of sg for all indepen-
dent parameters Ay if ITM = 3 or 4.

’

KEZD > ©

(i.e. the initial guess of the estimated parameters are
calculated by the program)

MALL = @t Subgroup D2: the values of s, for all para-
ma2ters ag if 1TM = 3 or 4.
MALL > Ot Subgroup D2: (K, ay) for the fixed parameters)
Subgroup D3: the values of s, for all variable
parameters ay if ITMm = 3 or 4,
MALL < Ot Subgroup D2 (K,)&) for the dependent para-
meters (cf. EqQu. (1.1a) of Part 2>’
Subgroup D3: ', [}, for the dependent para-
meters (cf. Equ. (1.1a) of Part 2).
Subgroup D4: the values of sy, for all indepen-
dent parameters a, if ITM = 3 or 4,

Point drop 1imits (Keyword STEP):

Ae exposed in Section S.1.1 of Part 2, the point drop
1imits are defined in program RFIT by intervals of
subscript i (see EqQus. (2.8) of Part 4). This is the basic
option corresponding to M53T = 0. In some cases, houaver,
it is more straightforward to define the point drop limits
on the basis of the x varjable. The possible values of MST
and the corresponding options are the following. Only such
points will be taken into account in an individual point
drop step for which:

- subscript i balongs to & given interval (M3T = 0);

- the value of the x variable belonge to a given interval
(M3T = 1 or 2)3

- the value of the x variable is different from given
values (M3T = 3 or 4);
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~ the value of the x variable belongs to a given interval
and it is different from given values (MST = S or 6);
this option is a combination of the previous tuo
options;

- the form of the above mentioned conditions depend on
the runs (MST = 7);

- in case of task EVAL, the value of MST can be 81: this
means that the point drop data are to be taxen from
Question 81 within the specified subfiles.

It follous from this that the odd va.uves of MST (i.e. I,
3, and 3) mean that the data defining the point drop
limits are the same for all runs while the even values
(l.e. @, 2, 4, and 6> mean that they depend on the runs.

The data related to the point drop limits are introduced
by xeyword STEP folloued by the value of variable NST (in
the same line as Keyword STEP) i.e. the first line of
Group E is:
STEP, NST, NN, [j(l), for =1, 2, ..., m]
Here,
NST is a combined variable:
N3T = NSTEP + 100sMST (6.3
where NSTEP is the number point drop steps denoted
by L in Section S5.1.1 of Part 2 and MST indicates in

which uay the point drop limits will be defined in
the following data lines. Limitations:

? < NSTEP < 21 and NSTEP»J < 20i,
furthermore,
-1 ¢ M5T < 8 or MST = 8i.

I¥f the input value of M3TEP does not comply uWith
these restrictions and the condition

HSTEP < min(20,200/3), (6.49)
an error message is generated.

NN is the total numbers of the runs for uhich point
drop data will be given in the following )in&s; NN
it read only for MST = 77 it may be omitted even
when MST = 75 this means that point drop data will
follow for every run;

J(t) are the numbers of the runs for which point drop
data will be given in the following 1lines;s they are
read only if NN > 05 it is an error {f a repetition
occurs among them.
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Tuo cases neaed to be considered separately: firstly, when
Group E is omitted (i.a. the default option is taken), and
secondly , when Group E is given. The significance of the
different values of variable MST is discussed in
connection with the second case.

Default optiont Group E is not given

When Group E is omitted, this is equivalent to MST = 81.
This case should be further subdivided into cases:

C(!) When no subfile contains data at Question 81, the
defauli values are the follouing:

NSTEP = 1§,
MST(}) = @ for 3 = 1, 2, cv., J,

and the point drop limits are chosen so0 that no points
were dropped in the fitting.

(2) When some Cor all) of the subfiles contain data at
Guestion 81, they will be used for *he corresponding
runs while the default values defined above will be
takan for those runs for which no data are found at
Question 81. Let us denote the value of NSTEP
specified for run J by NSTEP(j). Would they be
differant for § =1, 2, ..., J, the final value of
NSTEP wmill be their maximum. 1€ NSTEPC(j) < NSTEP for
run J, the point drop data specified for step NSTEP(})
will be used for steps NITEP(j)+1, ..., NSTEP.

The case when Group E is given

When Group E is 2iven, the follouwing input data depend on
the actual value of M3T. The input data are the following
for {its different values:

When MST = 81, no further data are needed in Group E. This
is almost the same as the default option
discussed above. The difference consists in
that the value of NSTEP is now given and it
will overurite those data which are stored for
it in the subfiles. The treatment is the
follouingt

- if more steps are specified in the sub-
files, their number is truncated to this
input value of NSTEPS

- §if less steps are spacified in the sub-
filas, tha steps are complamented up to
NSTEP by taking for the missing steps the
point drop data given for the last
spacified stap.



- 122 -

When M5T=0, 23NSTEP integer numbers

Cigg - iz - ¢=1,2, ..., NSTEP)

are 9iven which will be the subscript limits
appearing in Equs. (2.8) of Part 4. These
numbers are given for every run but the
subscript limits are related to the subscript
values within each run separately.

then MST = |, 2xNSTEP real numbers

¢ ¢

Koria’ Xmamg l=1, 2, ..., NSTEP)

are 9iven which will be the louwer and upper
limits of the x variable pertaining to the
individual point drop steps. As these inter-
vals are valid for every run, they are given
only for Jj = {.

When MST = 2, 2«NSTEP real numbers
¢ (4

(th-’ Xeax’ l =1, 2, ..., NSTEP)

are 3iven uwhich will be the lower and upper
limits of the x variable pertaining to the
individual point drop steps. As theie inter-
vals vary with the runs, they are given for
every run.,

When MST = 3, the following data zre givent

t ¢ .
(g s Xy s X80 wes Xy s =1, 2, ..., NSTEP

where 4l's is the numter of the x values to be
left out in step followed by the 1ist of
these particular x values. The value of ng May
be 0. In this case, the list of the x values
is omitted. As these¢ data are valid for every
run, they are given only for j = 1.

When MST = 4, the following data are givent

tnp - xﬁ, x:, xie, 0=1, 2, ..., NSTEP)

where ny is the number of the x values to be
left out in step @ followed by the 1ist of
these particular x values. The value of n, may
be 9. In this case, the 1ist of the x values
ic omitted. As these data vary with the runs,
they are given for every run.,
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Lihen MST = 35, the combination of the data pertaining to
options 1 and 3 the data are given:

e t ¢ ¢ ¢

O ? Xmar? Np» Xgr X35 aney x.‘t,

- 1, 2, ..., NSTEP)

where the meaning of the variables has been
explained previously. As these data are valid
for every run, they are given only for j = 1.

Lhen MST = 6, the combination of the data pertaining to
options 1 and 3 the data are given:

x, . ° ? Q ¢ ¢

sy ” x“" nt, x‘, XJ, veoyp x’!,

t- 1, 2, ..., NSTEP)

where the meaning of the variables has been
explained previously. As these data vary wuwith
the runs, they are given for every run.

Lhen MST = 7, the option variable IM5T(j) used for speci-
fying the point drop limits varies uwith the
runs. Therefore, the data belonging to each
run start with M3T(j) and continue uwith the
data to be given as functions of the walue of
MS5T(j> according to the rules formulated above
for MST(j) = @ to 6. When MST(j) = 81 is
specified, the point drop data will be taken
from the subfile corresponding to run Jj. If
the value of NSTEP is different from that
stored in the subfile, the treatment is the
same as explained above for MST = 81.

Remarkss

- When MST > @, the total number of the point drop data
is limited to 2000.

- When MST > @, the point drop data should ba formulated
in terms of the x values determined on the basis of the
subfiles (cf. Section 6.3.1) since the final iy and ize
subscript limits are computed before the x values are
eventually transformed (as @.3. in casa of MODE = 20,
21, 30, 34, etc.).

- 1$ MST = 81, it will be ultimately changed to MST = 2,
Furthermore,

%2 if MSTC(j> = 81 for soma run J, this value will
ultimately be changed to the value read from the
corresponding subfile’

% MSTC(J> becomes equal to @ if no data are stored at
Question 81 in the corresponding subfile.

- Vhhen MST = 8, the input values of subscript 1imits i4e
and iJe should correspond to the set of the x data
resulting after the determination of the decay
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correction factors (for KORD > 3) and the background
corrections (for KORA > 3): the data belonging to the
monitors will be left out, and the points will be even-
tually reordered in ascending order of the x values.
(For more details, see Chapter 2 of Part 2 and
Questions 68 and 70 in Section 6.3.) hen MST > 0, the
subscript limits will be computed after the
determinatjon of the corrections.

~ When the initial guess of the fitted parameters is
estimated by the program (i.e. KEZD > @ in Group D),
the subscript 1 imits i‘g and ‘18 given for the first
and last point drop steps can play some role in case of
-ome fitting furnctions (see Section 3.4 of Part 2).

- The program verifies whether the subszript limits are
specified correctly only when it proceeds to the point
drop analysis (see Chapter 2 of Part 4).

6.3. Interpretation of the subfiles

- - - . - - -

The previous tuwo secticns deal with the rules of speci-
fying the input data for task EVAL. As a conclusion of the present
chapter, it will be discussed how the subfiles are interpreted i.e.
how their contents are converted into the data matrix defined as
Group 17 in case of tasK RFIT <(see Chapter 3 of FPart 2). The data
handl ing is different for data groups 81 to B4 (incl.). Due to the
large number of simplifications in relation to Groups Bl to B3
(incl.), the case of Group B4 uil]l] be discussed separately.

The discussions presented below apply to each run indivi-
dually. As defined at Groups B, the data matrix belonging to run j
is composed 0f the data stored for material m(j) in the subfile
with preparation number kK(j)>, The total number of the matrix
elements may not exceed S088 for a run. According to the practice
of the ZR-6 measurements, this is not a severe restriction since
the total number of the data belon9ing to a run is usually far less
than 5008 <or, at least, the data may be split into several runs so
that this restriction could be observed).

Once the data matr ices are bujilt up for all runs and the
option variables determining their structure obtain some value,
there is no more difference between tasks RFIT and EVAL: the
computations go on along the same lines. In this respect, some
9aneral remarks might be useful concerning the additive and decay
corrections. In case of task PFIT, both corrections (and their
variances) can be determined in two ways: firstly, thz2y can
explicitely given as input datas secondly, they can be computed by
the program using the input value of soma option variables and
parameters. In case of task EVAL, the corrections (and their
variances) can be determined in three ways: firstly, they may be
directly given in the subfiless secondly, they may be computed
while the subfile is interpreteds thirdly, the contents of the
subfiles may be converted into some option variables and parameters
with the help of which the corrections are computed as in case of
task RFIT. In the present section (see e.g. Sections 6.3.5 and
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68.3.7), the follouwing expression is frequently usedt “the
correction is directly computed®. It is clear that the second of
the above mentiond mays of interpreting the subfiles is meant by
this.

6.3.1. The x variable

- - = - -

It is the x variable which requires the most sophiiticated
discussions., From the point of viesw of its determinatior , four
basic cases need to be distinguished vr¢m one another on the basis
of the subfile type. A furthe: distinction applies to type MEAS
subfiles according tc the the number of the fitting function. These
Ci 3es are summarized in Table 6.1.

T.ble 68.1. Cases for the determination of the x variable

.............. ) T T T T o (R Ui iy iy Ry S gy
type of the 1 type of the I No. of the fitting
measurement I subfile I function (MODE)

88’==8========I===================l====================8===
cal ibration 1 CAd1 I usually: MODE = 2O

.............. gy
axial and 1 MABZ, MAB4, MABS, I for MEAS: MODE = any
azimuthal I MAll, MIOE, MEAS I number which is not

1 1 radial
.............. I-----------------_-I R
1 MA01, MAG3, MA1IO, 1 for MEAS: MODE = 8, 1O,
radial 1 MA13, MEAS 1 14, 20, 21, 24, 25, 29,
1 1 33, 37, 33, 43

.............. I------------------_I-.._-.._--..---..-_-__--—-—-

spectral and 1 MIO1, MlB2 1 only MODE = 39 or 38 is
microflux 1 1 accepted for MlB2

______________ I..-....-__..--..__--.._--l_-_-_..---_-__--......------

The way of determining the x variable will be diffarent
for these four cases. Independently of uhich one of them applies,
the core map number 13 always taxken from the subfile if it {s given
as the second number at Question 5. It uill be used for the
detarmination of the lattice pitch in case of the radial
measurements. Howevear, this number should be idantical for all such
runs for which it is given in case of all types of measuremants.
(In case of radial measuraments, the program requires more, c¥f.
Section 6.3.1.3.)

e use here the notations of Chapter S of Part 2t LX(J) is
the option variable for the determination of tha x variable for run
J (see at Group 10). MX is the option variable specifiad at
Question 693.
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6.3.1.1. Foil identifiers

-

The foil identifiers are normally <axker from column 2 of
the matrix "79" given for material m(j). If column 2 is missing,
the program taxkes the foil identifiers from column 2 of the
corresponiing matrix "66°., In this case, thc foil identifiers uill
be determined with the help of the conditional identifiers to be
given in columns | of both matrices "73” and "66". When column 2 is
missing from the matrix *?3*, typical errors are the folloing:

~ there is no matrix “66" for material m(j);

~ column 2 iz missing also from matrix "66" for material m<¢j);

~ a conditional identifier mentioned in the matrix ”"v3”" is not
found in the corresponding matrix "66";

- column 1 is missing in any of the matrices "66" and "73" unless
the following special case occurs: the number of rouws in the
matrix “66" is equal to N‘ given at Question 63 for material
mC(jr? in this case, the values given in column 2 of matrix "66"
are copied My times intoc column 2 of the corresponding matrix
"79". (MK is also given at Question 63 for material m(j).)?

The foil identifiers will become the values of the x
variable only for CAD1 tvpe subfiles i,e. for foil calibration
measurements. In this case, the fitting function is normally MODE =
20 althoughk any other fitting function is accepted as well. In
addition to this case, the foil identifiers are needed also for the
determination of:

- the foil calibration factors (if they are not given in columwn 12
of the matrix "73" for material mdjd):

- the remanent activity (see Question 73);

- the decay and/or background corrections (when KORD = 4, KORA = 4
or 6, see Questions 70 and 68, respectively);

- the macroflux correction (see Question 82).

When discussing these cases in other sections, reference is made to
the present section since the determination of the foil identifiers
is the same in all these cases.

6.3.1.2. Axial and azimuthal measurements

A case is treated a5 an axial distribution measurement if

- either the subfile type is one of MAG2, MAO4, MAOS, MALL (c¥.
Table 2.1?,

- or the subfile tvpe is MEAS and thte number of the fitting
functicn is not radisl (see Table 6.1),

MI06 type subfiles are treated as az imuthal distribution measure-
mente (cf. Table 2.1). From the poirnt of view of the data hanoling,
there is no formal difference between the treatment of the axial
and the azimuthal distributions.

The x var iable can be specified in three different ways?
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- 1f¢ column 8 exists in the matrix “79" for material m(j), the
values of the x variable are taken from there. Control variable
LXC(j> becomes equal to 2.

- If there is no column 8 in the matrix “78" for material m<j),
the program turns to column 3 of the matrix "66" given for
material m(j). If this column is given, the values of the x
variable will be taken from there based on the correspondence
betueaen

% the foil identifiers stored in the columns 2 if column 2 is
given in both matrices "66" and "79" for material m(j>; if a
foil identifier mentioned in the matrix "?3" is not found in
the respective matrix "66", this generates an error message
unless the missing identifier belongs to the background or
the decay monitor (cf. Sections 6.3.5 and 6.3.7, respec-
tively)s

x the conditional identifiers if coluwn 2 is missing from
one of the matrices "68" and "73" but column 1 is given in
both matrices for material m(j)>s if a foil identifier
mentioned in the matrix "?9" is not found in the corres-
ponding matrix "66~", it is a data error?

2 when column 1 is also missing in one of the matrices "66" and
"79", the values given in colum 3 are copied My times into
the data matrix if the numer of the rous of the matrix "66"
is equal to Ny for material m(j); both Ny and M, are given at
Guestion 63.

Control variable LX(j) becomes equal to 2.

- If the x variable cannot be determined from the matrix "66" for
any reason (there is no matrix "66° for material m(j), column 3
is missing, etc.), the program turns to Question 635. lf there
are data for matertal m(j) at Question 65,

2 LXC(J) =1 if Mg = 1 for material m(j), and the values of X
and 4x; are taken from the subfile; note that this remains Qo
only i¥ the foil identifiers are not neaded (cf. Section
6.3.1.1): the values of the x variables are computed
according to Equ. (2.4), and LX(J) is changed to 2 in the
opposite case’?

x LXCI) = 2 if MK > 1 for material m(j)> and the values of the x
var fable are computaed according to the data given in the
subfile (cf. Equs. (2.3) and (2.4)),

It is a data error if there are no data for material m(j) at

Question 65,

686.3.1.3. Radial measurements

- -

A case is treated as a radial distribution measurement if

- ajither the subfile type is one of MADL, MAO3, MAIB, MA13 (cf.
Table 2.1),

- or the subfile type is MEAS and the number of the fitting
function (MODE) is one of 9, 10, 14, 20, 21, 29, 23, 29, 34, 37,
39, and 43 (see Table 6,1).

Control variable LX(J) bacomes equal to 2 in all radial cases since
the values of the x variable will aluays be determined explicitely.
Thare is a further distinction according to whethar hexagonal
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coordinates <hl,h2) need to be Knomn or it is sufficient to xnowm
only the radial coordinate r. The former case will be called
hexagonal which is identified by one of the folloming values of
MDDE: 20, 21, 34, 39, 43, 47, 48, and 49. All other radial cases
will be called non-hexagonal. This distinction betueen hexagonal
and non-hexagonal cases appl ies to all subfile types.

For non-hexagonal cases, the x variable is the radial r
coordinate which is computed in the follouwing way. First, the
hexagonal coordinates ¢h1l,h2) are transformed to the core centre?

hi’' = ht - h1ie, 6.7a)
h2' = h2 - hee. (6.7b3

(h18,h20) are the hexagonal coordinates of the core centre. Then
the radial coordinate is computed as followms:

Phi’ i hi' = ha
2 2
red pUn1'C + n2t - h1tan2e i h1' < h2’ (6.8)
L—n\ﬁn"‘ + h2't - ni'sne’ if h1' > ha

where p is the lattice pitch. Geometrically, r is the distanca
betueen lattice points with hexagonal coordinates (hl,h2) and
Chi1®,h2®)> (cf. Equs. (1.20), C1.21), and (A.12) of Part 2).

For hexagonal cases, the x coordinate is a sinrple
combination of the hexagonal coordinates:

x = h1 + h2/100. (8.9

This representation allows an unambiguous decomposition of x into
hi and h2 since the latter are aluays positive and less than 78. As
a matter of fact, coordintes less than 5 and greater than 65 did
not occur in the practice of the ZR-6 experiments. (This circum-
stance will be taken into account below.) As discussed in Chapter |
of Part 2, the ralues of this x variable will be further trans-
formed C(with the exception of MODE = 20)., These transformations
make the Knowlodge of the lattice pitch and the core centre coordi-
nates necessary. For MODE = 43, the coordinates (h11,h21) of
another lattice point needs also to be Knoun.

1t follouws from this that the Knowledge of parameters ¢,
(h18,h28) is necessary in both hexagonal and nun-hexagonal cases.
There is, however, an essential difference! these parameters are
directly used for the computation of the x variable in the
nen~haxagonal cases (cf. Equs., (8.7) and (8,8)) while these
parameters do not directly intervene in EqQu. (8.9) applied in the
hexagonal cases since trey will be used only during the fitting
process as described in Part 2. As a consequence of this, the
program has to make sure that the same parameter values are used
for all runs in the non-hexagonal cases while some parameter values



need to be specified for at least one of the runs in the hexagonal
cases. In the follouwing, the possible ways of determining these
parameters and the eventual restrictions are discussed separately
for hexagonal and non-hexagonal cases.

Before proceeding to this, some remarks are necessary in
order to clarify the relation of the parameter values specified
here to those needed for task PLOT (see Part 4). Some plotting
options also require (or allow) the specification of parameters p
and (h10,h20). It follous from this that, when task EVAL is used,
some values might be available for these parameters as results of a
previous application of task PLOT. The existence of the latter
data, however, does not absolve the user from their specification
for task EVAL. This obligation does not hold in the opposite
direction: the values specified along with task EVAL overwrite
those which eventually might have been given for tasx PLOT. Of
course, the latter will be restored after the use of task EVAL will
have been terminated.

Lattice pitch

The normal way of specifying the lattice pitch (i.e. p) is
to give it directly at Quesition 67. The program considers p as
given if the third number stored at Question 67 is different from
0. Wh2n p is rot given directly, the program determines it on the
basis of the core map number to be given as the second number at
Question 3. This is done according to the Table 6.2.

Table 6.2. Lattice pitch for various core map numbers

p [cm) I core map MNo.
........... |-—cccccccccccrcc e ccne=
f1.1 1 33, 40, 4}, 188, 188,
1 199, 187, 198, 207
........... ]---_------- PG e oo o--—-
1.5 1 228, 221, 231, 232,
1 318, 318
rremem——-—— ) (TP e ————— ——m-
1.9903 1 323, 330
........... | T et L T T P
1.27 1 otheruise

The following ramarks should be borne in mind concerning
the lattice pitchs

- The program accepts that the core map number is not given for
soma or all of the runs but it should be the same +4c~ all such
runs for which it is given. This remark applies indupendently of
whether the core map number is used or not. (The raason of this
is that the physical meanings of the fitting functions defined
in Chaptar | of Par1i 2 involve the assumption that all runs are
related to tha sams reactor core. If it is desjrable to gst rid
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of this restriction, Question 3 should be omitted or the core
map number should be temporarily corrected to the same value for
all runs.)

- When, for some run j, p is given at Question 67, this value is
used independentiy of the core map number.

- Wbhen, for some run j, p is not given neither at Question 67 nor
through the core map number, the program sets p = 1.27 for J =1
while p is set equal to its previous value for j > 1.

- When, for some run jJ, p is given either at Question 67 or
through the core map number, this should be the same for all
such runs. This holds for all radial cases. For hexagonal cases,
it is sufficient to give p in at least one of the runs. For
non-hexagonal cases, an additional restriction holds: the value
of p should be the same “or all runs. For example, it is a data
error if the default value is used for run 1 but something else
is given for run 2. It follous from this that it is advisable to
define the runs in such a way that p gets some value in the
first run since this value can then be used in all subsequent
runs even if p is not given for them.

Coordinates of the core centre

. e e = S =t e A - T - - e @ - -

The coordinates of the core centre (i.e. hi® and h20) are
specified at Question 67. The program considers them as directly
given if Ruestion B7 is ansuered (i.e the program accepts any value
for them). In the opposite case, the program takes the default
values in the first run (j = 1)1

hi® = hed = 35.
while it takes the values used in the previous runs for §J > 1.

When, for some run j, (h19,h20) are given 2t Question 67,
they should be the same for 211 such runs. This holds for all
radial cases. For hexagonal cases, it is sufficient to give them in
at least one of the runs, For non-hexagonal cases, an additional
restriction holds: <hi®,h20> should be same for all runs. For
exanmple, an error message is generated if the default values are
used for run 1 but something else is iven for run 2, It follous
from this that it is advisable to define the runs in such a way
that the core centre coordinates get some values in the first run
s ince these values can then be used in all subsequent runs even if
they are not given faor them.

Coordinates of the point defining the core axis for MODE = 43

The core axis is defined for #itting function No, 43 (cf.
Saction 1.2.12 of Part 2) through the specification of another
lattice point (hii,h21) of the core axis <(which should be
different from the core centre). These coordinates can be given as
the 4th and Sth numbers stored at Question 67, The program con-
s iders them as given if Guestion 87 is answered and both the 3rd
and 4th numbers (i.e. » and hil) are different from O,
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There are no default values for <¢hil,hel?, It follous from
this that these coordinates should be given at least for one of the
runs. ¥ they are civen for several ones, they should be idaentical.
An error message is Jenerated if these coordinates are not given
4or MODE = 43.

Hexagonal coordinates

- m s e - e - -

The hexagonal coordinates (hi1,h2) are given either in
columns 8 and 3 of the matrix *73", or in columns 3 and 4 of the
matrix "66", respectively. The ¢ullowing tases are possibles

-~ I¢ both columns are given in the matrix "79° for material m¢j),
the program calculates the values of the x variable as shown in
Equs. (6.7), (6.8), and ¢6.9). In this case, the program does
not check the coordinates whether they are realistic i.e. any
numbers are accepted as hf and h2.

- 3¢ only one of columns 8 and 9 is gjiven in the matrix ~79" for
material m¢j) Cit is much the same which one), the program
verifies whether the g9iven data can be considered as being of
hexagonal or radial form i.ms. whether realistic valuss of hl and
he can be found with the help o0f which the given data can be
calculated according ta Equ. (6.3), or Equs. ¢(6.7) and (6.8),
respectively. (It will be explained in detail below hou this is
done.) The main lines of the procedure are the ¢ollowing:

2 if all of the given data are of hexagonal form, they give the
values of the x variable for hexagonal cases while they are
decomposed into h! and h2 in non-hexagonal cases’? then the x
variable is computed according to Equs. (6,7) and (6.8)’

2 if at least one of the data is not of hexagonal form, this is
a data error in hexagonal cases? in non-hexagonal casaes, they
give the values of the x variable i¢ all of them are »f the
radial form; the opposite case is a data error.

= [f neither column 8 nor 3 ts given at Quastion 79 for materia.
m(§), the program looks for the hexagonal coordinates in columns
3 and 4 of th2 matrix °66", As rezards the latter, the sam
verification procedure is spplied as at Question 79, If its
cutcome is positive, the determinatjon of the x coordinate is
based on columns 2 or columns t if at least ong of tham exist in
both matrices "66" and "79"s

2 if columns 2 exist in both matrices "66" and °*73", the
determination of the hexagonal coordinates is based on thems
if a foil identifier mentioned in the matrix "73" is not
found in the r_ipective matrix "66", this is & data error
uniess the missing identifigr belongse ta the background or
the decay monitor (c¥., Sections B6.3.85 ang 6.3.7,
respactively)s

x i¢ column 2 is missing in one of the matrices but columns 1
exist in both matriges "68" and "73°, the determination of
the haxagonal coordinates is based on thems §¢é a3 gonditional
identifier mentioned in the matrix "73° is not found in the
corresponding matrix "65%, this is a data error.

- In addition to the cases mantioned above, an error message 15
generateg 1§ . )

¥ thare 35 no matrix "66" for material miJ);
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% there is a matrix "66" for material m(j) but neither
columns 1 nor columns 2 exist in both matrices “66" and "73"3
% neither column 3 nor column 4 is given in the matrix "B6" for
mater ial m(J).

Tha verification procedure mentioned above is applied
uhen only one of colums 8 and 9, or 3 and 4 are given in the
matr ices °"79° and "66°, respectively. Befora proceeding to its
description, it is noted that such cases should be rather
exceptional than normal . That is why the program does not loox at
Question 66 uhen the procedure leads to a2 negative conclusion at
Question 78 ignoring that both columns 3 and 4 can exist in the
matr ix "66".

For discuss ing the verification procedure, ue shall need
tuwo functions mhich are used also .in other sections of this user's
manual ‘e.9. Appandix 1 0f Part 2). Let z be any non-negative, real

number, Function [(z] or entier(z) is the largest integer uwhich is
not greater than zt

[z) = mx{x: K ;zf. (6.10)
K

Function nint(z) (= pnearest integer) is the roundead off value of z
nintc(z) = {2z + 0.499999...1. (6.11)
e consider the verification of the hexagonal form first.
Let 2z be one of the data which is supposed to be of the form given
by Equ. (6.9). It is easy to see that
hi = [z] (6.12a?
and

h2 = 100<z -~ h1). (6.12b)

Now, z is considered as being of hexagonal form if all of the
folloning conditions are matt

4 ¢ hl ¢ 68, <6.13)

4 < h2 ¢ 886, 8.14)
and

| h2 - nint(h2> | ¢ 0,08, (6.13)

Condition (8.13) expresses that h2 should bea an integer number. It
cannot be made more savers (i.e. the night hand side cannot be less
than 0.03) since the storage precision of the computer is not
better than 6 decimal places. Would z not fulfill any one of thase
cand itions, the program concludes that z is not hexagonal.

14 2 is of radial form, it follows from Equs. (8.7) and
(8.8) that
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z' = (z/b)‘ €6.16)
is an integer number. This is verified by the condit#on
1z’ - nint<z’) | < 0.0003. 6.17

This is formulated according to the experience that experimenters
who calculate radial coordinate r use rarely more than 4 decimal
digits. Let us assume that condition (6.17) holds and let us
introduce the notation

K = nint(z'). (6.18)

z_is of radial form if there are integers (h1,h2) satisfying
conditions (6.13) and (6.14) for which

k = hiZ+ ha®- hisha. <6.19)

Rs a matter of fact, these are the <(hi'’'.h2')> coordinates uhich are
obtained through the transformation (6.7). For the sake of
simplicity of the notations, the primes (') are omitted in the
fo0llouing derivation. It is sufficient to consider only the
30-degree symmetry sector for which the additional condition

® < hl < th2r2} {68.20)>
holds (c¥. Section A.1.1 of Part 2). 1f h2 is fixed and hil varies

in the range defined by condition ¢(6.290), the minimum and max imum
values of K are C(as it can be simply derived from Equ. (6.18))1

min(k) = 3h82/4 (occurring for hl = h2/2),

and
max(K) = haz (occurring for hi = 0).

In our case, kK is given and we are looking for some similar range
within which h2 can vary., This can be obtained by inverting the
latter formulaes

Ki = min(ha) = t{;.l (6.212)
and

K2 = max<h2) = [§y4x/3 + 113, - . - (6.21d)
it followus from this that we have to check for

h2 = k1, K1+, K142, ..., K2,
uhether there exists an integer value of hi satisfying Equ. (8.19),

Given X and h2, we solve Equ. (8.19) for hi as the unknown. Only
ona of the two solutions satisfies condition (8.20)1
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The prdgram computes this h1 and verifies uwhether one of [hi1,
th1l)-1, and th1l1+] stisfies Equ. (6.19). 1f so, the conclusion is
that z is of radial form.

This algorithm tells not only uhether 2z is of radial form
or not but it yields also coordinates <hi’'.h2') uhich, by using
Equs. (6.7), could be transformed into t¢hi,h2). This is still not
done since these are not neces<srily the real hexagonal coordinates
but only their transforms into the 30-degree symmetry sector (cf.
Section A.1.1 of Part 2). That is why it is required that z should
be of hexagonal form in the hexagonal cases and no attempt is made
t0 restore the hexagonal coordinates from radial coordinate r.

8.3.1.4. Spectral measurements

- - — . > ———— o ———

A case is treated as a spectral index or <(spectral ratio)d
measurement if the subfile type is MIB2. MIB1 type subfiles are
treated as microflux distribution measurements. The treatment of
these cases is different uhence they are considered separately.
There is a common feature! the program sets LX(j) = 2.

Let us consider the simpler case i.e. that of MIO1 type
subfiles first. As they are distribution measurements, their
treatment is similar to that of axial or azimuthal distribution
measurements (cf. Section 6.3.1.2). There are only tuwo differences!?!

- the values of the x variable are taken either from column 9 of
the matrix "78" or from column 4 of the matrix 66"

- the program does not taxke into account the information which
might be available at Question 65.

The case of MIO2 type subfiles is much more conplicatec.
First of all, only fitting functions NNo. 30 or 38 are accepted. It
is a data error if varjable MODE has an other value. This is true
also vice versal the data stored in the subfiles will be correctly
prepared for fitting functions NNo. 30 and 38 only if the subfile
type is MIO2 although no error message will be generated if it is
attempted to use fitting functions NNo. 38 and 38 in connection
uwith other subfile types.

The determination of the x variable is based on the
position numbers. For MODE = 38, the values of the x variable are
given by Equs. (1.38) and (1.39) of Part 2 which are applied as

x = 283pcly + mcg)r + K<yr/100 (6.23)
for foils irradiated in the investigated reactor lattice while
2o for circular foils,

X = (6.24)
40 for hexagonal foils
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if the respective f9ils have been irradiated in the thermal! column.
Position numbers P(U) have to be given in Group B3. Tha preparation
numbher of the subfile (i.e. K(§)) will be treated as the
irradiation number § in terms of the formulation of Section 1.2.10
of Part 2. The role of in Equ. (1.38) of Part 2 is pPlayed here by
P>, For MODE = 38, the values of the x variable are Pl for J odd
and P2 for J even (cf. Group B2). In both cases, monitar
identifiers might also appear among the values of the x variable
depending on the actual background and decay correction options
(cf. Sections 6.3.5 and 6.3.7, respectively).

The position numbers are supposed to be given either in
column 9 of the matrix 79" or {in column 4 of the matrix "66". The
program turns to the latter only if there is no column 9 in the
matrix "79" for material m(j), If column 4 is given in the matrix
"66" for materiai m(j), the position numbers uill be taken from
there based on the correspondence between either the foil
identifiers or the conditional identifiers. As the treatment of the
eventual data errors is different for these columns, they are
formulated separately:

- The program considers the foil identifiers stored in the columns
@ first if a column 2 is given in both matrices "E6" and *“739"
for material m(j>. If a f0il identifier mentioned in the matrix
“79* {s not found in the corresponding matrix "66", this is a
Jata error unless the missing identifier belongs to the
background or the decay monitor (cf. Sections 6.3.35 and 6.3.7,
respectively).

= 1f column 2 is missing from at least one of the matrjces “66"
and "79" but column 1 is 9iven in both for material m(j>, the
program turns to the conditional foil identifiers to be given in
columns | of these matrices, 1f a conditional foil identifier
mentioned in the matrix "79" {s not found in the corresponding
matrix "66"°, this is a data error.

-~ ihen column 1 is also missing in one of the matrices "66" and
“79", the values given in column 3 are copied Mk times into the
data matrix if the numer of the rows of the matrix "66" is equal
to Ny for material m(j)? both N, and M, are given at Question
83.

In case of spectral measurements, the program builds up
the data matrix first including all rpositien numbers occurring in
the subfile for material m(Jj)., As a second step, all those data are
left out which are irrelzvant for run § (i.e. for which the po~-
sition numoer is equal to neither P1 nor P2 for MODE = 38, and to
none of the Pcly), =1, 2, ..., LP for MODE = 38). This remark
should be born in mind taking into account ths restrict.on that the
total number of the slements in the data matrix may not exceead
85009, This restriction applies to &11 positions occuring in the
subfile for material m(j> and not only to the positions actually
cons idered in the fitting problem at hand.

Typical input data errors aret

- the positions g9iven for the thermal column {i.a. PITHC(§) and
P2TH(J) coincide with one of positions P<(@);
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- the rounded value of one of the P(e) is 8;

- the parity of PITH(}> and P2TH(J)> is the same’

- the %0 for either the additive or decay corrections coinc:des
with one of the P«O).

6.3.2. The t variable

- - - - - - — - -

The t variable can have different significance:

- It can be the second independent variable of the fitting
function. In the described version of program RFIT, this is
restricted to function No. 13 (cf. Table 1.1 of Part 2). This
function is not meant to be used in connection with task EVAL.
Therefore, this significance of variable t is left out of
cons ideration in the present section.

- It is used for the computation of the decay and additive
corrections. In case of tasxk EVAL, this is the only significance
of t whence its values are determined only if at least one of
the mentioned corrections is applied.

- The t variable becomes an auxiliary variable in case of some
fitting functions such as e.3. NNo. 30, 34, 33, 43, etc. (see
Chapter 1 of Part 2). As the auxiliary values of the t variable
are computed only after the determination of the mentioned
corrections, task EVAL does not regard this use of t either,.

It follouws from this that the t variable needs to be specified for
material m(j> in the subfile if control wariables KORA and/or KORD
are oreater than 1 for material m(j)> (cf. Table 2.4 of Part 2). As
discussed in Section 1.2.10 of Part 2, the decay correction is
special for fitting function No. 3@. Therefore, the t variable
should aluways be specified for MODE = 30.

We use here the notations of Chepter S of Part 2t LTC(j) is
the option variable for the determination of the t variuble for run
J C(see at BGroup 10>, MT is the cption variable specified at
Question 64.

There are three uways of specifving ti

(1) 1€ column 3 is given in the matrix "73" for material m(j), the
values of t are taken from there. Control variable LT(j?
becomes equal to 2. The initial time data eventually given at
Question 22 are left our of consideration,

(2) 14 column 3 is missing but at least one of columns S, 6, and 7
is given in the matrix "73" for material m(j), the values of t
are determined as follous.

% Let us deriote the elements of the matrix “79" in columns 5,
6, 7 by t5, t6, and t7, respectively. All time data will be
expressed in the smallest unit of time used in the matrix
i.e. the time data are computed according to the follouwing
forrmula for point of measurement:
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ﬁ? + 601t6 + 14483t3 (minutest if col. 7 is given)
L 3 -{'ts + 242t3 Chourst if col. 6 is given
but col. 7 is not) (6.23)
2 4- (dayst if only col. 5 is given)
v

In this formula, zeros are substituted for the eleaments of
the eventually missing columns.

% The final values of the t variable will be related to an
initial time i.e. they nill be computed according to the
folloning formulas

t =t - 10 (6.28)

where t0 is the initial time to be specified at Question 22.
Zero is substituted for it if Question 22 is not answered at
all or it is ansuwered but no initial time data are given for
material mC(j). To put it more precisely, the following
convention is applied (cf. Section 2.2.2). Let us denote the
number of lines given at Question 22 by n22. The following
cases are possibles

if n22 = 1, the initial time data hold for all materialss
if n22 > 1, the initial time is taken as @ for
mCy) ) n2e

while the initial time data are taken from line
m(j) ctheruise.

Let us denote the Jata taken from Quastion 22 by ti, t2, t3,
and t4. 1f t1 < 9, the program sets t0 = 8 +or the initial
moment. In the opposite case i.e. when t1 > 0, the initial
times for columns S, 8, and 7 of the matrix "78" are
obtained as

103 = ti, (6.27a)
tes = t2, (8.27b)
t07? = t3 + t. /60. (8.27c)

Now the initial time is computed according to the time unit
defined at Equ. (B8.23)¢

t07 + 60xt06 + 1440x2t0T (minutes)
t0 = t07/60 + tOE ~ 24xt03 (hours) (6.28)>
t07/1440 + tO68/24 + t@3 (days)

Control variable LT(J§)> becomes aqual to 2.
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(3) If none of columns 3, and S5 to 7 (incl.) are given in the
matrix "79" for material m{j), the time data are taken from
Question B4. I data are available at Question 64 for material
m(j>, two cases are possible:

% control variable LT(j> becomes equal to 1 and the values of
parameters t] and Ot (cf. Equ. (5.8 of Part 2) are taken
from the sub‘ile if option variable MT is eaual to 1 <(cf.
Section 2.2.3);

¥ control variable LT(j)> becomes equal to 2 and the values of
the t variable are computed according to Equ. (2.2) if
option variable MT is equal to 2 (cf. Section 2.2.3).

It is a data error if either Question 64 is not answered or,
although it is ansuered, no data are given for material m(j).

6.3.3. Fitted data (y)

The values of the fitted data y are taken from column 10
of the matrix "73" for material m(j). It is a data error if column
18 is missing from the matrix. There is no other way of specifying
y (unless spectra are evaluated, cf. Section 6.3.9),

6.3.4. Variances of the fitted data (y) and of the x variable

- - A > - - > " ——— - - —

As the variances of the fitted data ¥y and the x variable
are stored in the same column of the data matrix, they are
cons idered here in the same section. lie shall denote by MY the
value of the option variable found in the subfile at Question 74
for material mC(j) and by LWY(j)> the value of the control variables
determining the weighting option of ¥y for run j. The significance
of option variables MWX and LWX(J) is analogous in relation to
Question 76 and the x varijable, respectively. As a comparison of
Table 2.2 of Part 2 and Table 2.5 of the present part shouws, most
values of option variables MJY and MJEX have the same significance
for tasks RFIT and EVAL. The values ® and 7 are exceptions to this
statement since the action uf the program is different in case of x
and y?¢

~ if M = P, this means that the variance of the x variable is
zeros if MJY = @, this corresponds to a Poissonian varijable i.e.
the program sets LWY(j) = 1>

-~ 1f MUX = 7, this generates an error message? if MJY = 7, the
program computes the var iances of y for all i, and the program
sats LWY(j) = 3,

Whan the background correction is given as a separate
material <(whose number is denoted by mb(j> in Section 6.3.3), some
complications can arise if the weighting options are different for
materials m¢j> and mbd(j). In case of a mismatch, tha variances are
computed for both materials and option variable LWY(J) is set edual
to 3. This occurs in the following casest



- 139 -

- the ueighting option for material mb(j) is difterent from
1 and 33

- the uweighting option is S5 for material mb(j) but it is not
Poissonian for material m(j) (f{.e. the option variable is
neither 1 nor 3); if it is Poissonian, the program sets LWY(j) =
1

~ the weighting option is 1 for material mb(j) but mater ial m(j)
is not Poissonian.

Note that the cases when MWY = | and MUY =5 (or MJIX =1 and MX =
S) are equivalent to one another uhen the program computaes the
varjances.

As the subfile structure does not allouw a pointuise
specification of the variances, the value 3 is not allouad neither
for MX nor MUY, Would this occur, an error message is generated.
This restriction excludes the case when LWX(j) = LWY(j) = 3 uhich
is considered as an input error for task RFIT. Note finally that it
is a data error if a negative or zero value occurs for y uhen
LWY¢j> = 1 or 3.

8.3.3. Additive correctton

- - ———— = - -

In the most general case, the additive correction is givan
by Equ. (2.13) of Part 2 as

b = (1) + (2) - (3)
whare the terms ares

(1) = laboratory background during the measurement of y,
(2) = remanent activity,

(3) = laboratory background during the measurement of the
remarent activity.

The remanent activity is specified through tihe data
balonging to a special matarial whose number mracj) has to be given
at Question 735, If will be discussed after the discussion of the
laboratory backgrounds i.e. components (1) and (3) of the additive
correction. The laboratory background and its variance are
spacified at Guestions 68 and 69, respectively. Let KORA and MJA be
the option variables given there for the bacKground and for its
var fance, respectfvely. (Both are related to material m¢J32.)
Depending on their values, the program can either compute tha
additive correction and/or its variance already in the process of
interprating the subfile or perform only a transformation of the
option variables.

The additive correction uwill be computed by the program
({.e. the data matrix will contain column 5> in the follouwing three
cases!’

- KORA = 3 is specified at Question 63 for material m(j),
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~ the background is given in column 11 of the matrix *"79" i.e.
KORA = I at Question 68 for material mdJ),

-~mradj) > B8 (i.e. there is a remanant activity for material
m(jl).

Note that it is a2 data error if the tuo last cases apply for a
spectrum evaluation <cf. Section 6.3.9). The variance of the
additive correction will be explicitely given in the follouwing two
cases!?

- KORR = 3 is specified at Question 68 for material m(j),
- there is a remanent activity for material m(j).

In all other cases, only the option variables are
transformed (if at all). The possible values of variables KORA and
MJA are discussed in Section 2.2.3 (see also Tables 2.4 and 2.9%).
The significance of the analogous option variables discussed in
Sections 2.4 and 2.5 of Part 2 in relation to task RFIT are
someuhat different, In order to emphasize this difference in the
present section, we shall denote the values of these option
variables by KRAC(J)> and LWAC(I)>, respectively, resulting for run Jj
from the interpretation of the subfile. In addition to this, there
are further details uhich need to be taken into account in )
connection with the background:

- For KORA > 1, the value of option vajable LIWAC(I) is determined
by KORA alone and the program does not take into acount what
eventually is given at Question 63 for material m(j),

- Being part of the additjve correction, the background should be
related to the same counting time T as y. In this respect, the
treatment is different for constant and variable T (cf. Section
6.3.8).

All this is made clear in Table 6.3 and in the following remar«s
which show the correspondence between the possible values of the
mantioned option variables.
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Table €6.3. Conversion of the background option numbers
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Question 69

Meaning of and remarkKs to the individual optionst
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the background
is taken from?

column 11 of
the matrix "79"

computed from
data given at
Question 68
data for which
the foil iden-
tifier is O
data given

for a special
material

data for which
the foil iden-
tifier is ©
data given

for a special
mater ial

data for which
the x variable
is equal to x©

The background correction is not applied.

KORA = 17 The background data are 9iven in column 11 of the matrix

73",

The variances of these data are determined on the

basis of the data given at Question 68 for material m(J).
(This is the only case when Guestion 69 §s taken into
account.) If Question 69 is not ansuered or MJA is equal

to O for material mcj), the program sets LIWA(I) = |,

It

follows from this that the proper way of neglecting the
variance is not to omit GQuastion 69 but to give MWA = 2
or 4 wuith C = 9. Both the background data and paramater C

should be related to the sama counting time T as y.

(This

can be a problem for MJA = 2 if T is variable.,? It is a
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data error 1f:

% column 11 is missing in the matrix "79" for material
mC§)s

2 MUA = 3 or 7 is specified at Question B8 for material
mcid. :

KORA = 2¢ The values 0f Parameters A, A , and (Aﬂ)l arae taken from

KORA = 33

Queation 68. They uill give the values of these
parameters far run j§j corresponding to the run dependent
case KRACj) = 3. When counting time T is variable, the
background data will be multiplied by its values.
Therefore, parameter A and its variance should be related
to unit counting .time. hen counting time T is constant,
the background data will not be multiplied by it.
Therefore, parameter A and its variance should be related
to counting time T.

As there is no equivalent of cycle dependent A and A
parameters for task RF1T, the background and its variance
will be computed for all values of subscript i using the
data given at Question 68 for material m(j).
Correspondingly, the value of cption variable KRA(J) is
set equal to 1. lWhen counting time T is varjable, the

background data will be multiplied by its values.

Therefore, parameter A and its variance should be related
to unit counting time. When counting time T is constant,
the background data will not be multiplied by it.
Therefore, parameter A and its variance should be related
to counting time T.

KORA = 4 and 6¢ Parallelly to the x variable, the foil identifiers

are also determined. As stated in Sectior 6.3.1.2 for
this case, the x variable is determined according to
cption LXC(j) = 2. The value of x is changed to x@ = -38888
for such rous of the data matrix for which the foil iden-
tifier is @, The statistical behaviour of the background
data treated according to options 4 and 6 is usually
Poissonian. That is why the program sets LWAC(I) = 1,
(Would this be incorrect in the actual case, the back-
ground should be giverr as a separate matearial since then
other error options are avajilable, too, see remarks at
KORA = S and 7.) The value of the interpolation variable
n (to be given in the subfile for KORA = 4) is not taken
into account? the program works always with n = 2.

KORA = 5 and 7¢ When the background is specified for run Jj through

the data belonging to a special material, the data matrix
is built up in several steps. Let mb(j) be the number of
this special material. A data matrix is built up first by
taking into account all data (except the background)
given in the subfile for material mcj). Then, as a second
step, another matrix is built up having the same columns
as the previous ones. Finally, the two matrices are
merged. In order to mave them match, the following is
necesgarys
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If LXC(J)> = 1 for the first matrix, the values of the x
variable are computed and the option variable is
changed to LX¢(j) = 2. The value of the x variable for
the background data is -8888.

If LTC(I) < 2 for the first matrix, the values of the t
variable are computed and the option variable is
changec to LT(j) = 2, The values of the t variable for
the background data will be those given in the subfile
for material mb¢j). 1t is a data error if no time data
are specified for the latter.

The values of y corresponding to the background
measurements are taken from column 10 of the matrix
*79" for material mb(j).

The effect of this backgrond option on the variance of
the fitted data is discussed in Section 6.3.4.

1¥ the first matrix contains columns for the calib-
ration and decay corrections (cf. Secticns 6.3.6 and
6.3.7), the corresponding columns of the background
matrix will contain | and @ for the correction factors
and their variances, respectively.

The correct treatment of the couniing time arnd the
dead time requires a match of options given in the
subfile for materials m(j) and mb(j). In the
following, we differentiate the corresponding option
variables and parameters by subscripts y and b. As the
values of option variables MWHy (j) and MWHb(j) can be
@, 2, and 4 (cf. Section 6.3.8), the resulting value
of the option variable MWH(J) is determined according
to Table 6.49. It follous from this table that the
counting time becomes variable if it is constant
separately for these matr ices but these constant
values are not equal. As to the dead time, the value
given for material m(J) is taken also for material
mbCj). This is justified since the bacKground is
usually measured at such low count rates that the dead
correction is negligible.

Table 6.4, Cases uhen the counting time 1s varizble

1
My (i) 1 MdHB(I) =8 1 MMHD() =2 1 MMHDb(J) = 4
-------- | LD R ity ELELLL L Lttt
) 1 ) 1 data errcr 1 data error
..... O L T T e e e LS R L B T T
2 1 data error 1 2 if Ty = T4 1 q
1 1 4 i T, $T, 1
........ 1_---_-----—~---1---_---jl---.&-l------_--------
4 1 data error 1 49 I 4
L ) BT P ) TPy G Joerorecnaca~ c—————

1t is without any consequence that the value of option
variable LWACI) is set equal to | since the variance of
the bacKground is determined by +he data given at
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Question 74 for material mb(j). The value of the
interpolation variable n (to be given in tne subfile for
KORA = 3) is not taken into account: the program works
aluways with n = 2,

KORA = 8% This option is almost the same as option KORA = 4., The
difference consists in that the foil identifiers are not
needed but the value of the x variable is piven in the
subfile for the background monitor. The statistical
behaviour of the background data treated according to
options 4 and 6 is usually Poissonian. That is why the
projram sets LIWAC(]) = 1. C(lould this be incorrect in the
actual case, the background should be given as a separate
material since then other error options are available,
too, see at KORAR = 5 and 7.) The value cf interpoclation
variable n is not taken into account: the program works
aluays with n = 2. Possible data errors are:

- xB8 is the same as for the decay monitor.

- When foil identifiers are given in the subfile for
material m(j>, the program checks whether the same
foil identifier belongs to all points for uwhich x0 =
X. An error message is generated in the opposite case.

When remanent activities need to be taken into account for
material m¢j), both the additive correction and its variance wmill
be determined explicitely. Let mradj) be the mater ial number given
at Question 73 for material m(j). When averaging is mentioned in
the following, this means

%2 a weighted average in the general case where the ueights are the
reciprocals of the variances:’

2 an unweighted average if the variances are neglected’

% maximum 1ikel ihood estimates for options MJY = 5 (ar MR = 35)¢

sum of counts
AVEraQe B ~mccc-mrmcccceccccr——o—~ ’
sum of counting times

average
variance = -------~ mmeem———e— -———
sum of counting times

The procedure consists in the following steps.

(1> The laboratory backKground and its variance are computed
according to the option variables shoun in tha table above. The
deviations from the standard are the following:

~ the dead time correction is naglected’
- option B is taken ins:ead of option KRA(j) = 4,

(2) The remanent activity data belonging to the same foil
idantifiers are averaged. (Option MWY = 7 is not allcued in
this case.) ’
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¢3) 1f the laboratory background is given pointuise for the rema-
nent activity measurements (i.e. KORAR = | for material mracj)),
the data belonging to the same foil identifiers are also
averaged. (As before, option MIA = 7 s not allowed.)
Restrictions and special cases:

- Poissonian statistics is assumed if Question 69 is not
ansuered or the option variable is @ for material mracj):’

- Poissonian statistics is assumed if the option variable is 6
at Question 69 but the corresronding parameter C is 0

- the variance of the background is taken as 0 if the option
variable at Question 69 is 2 or 4 and the coresponding
parameter C is equal to 0.

<4)> ARll averages and their variances are related to unit counting
time if it is given material mradj). As to when the counting
time is considered as given, cf. Section 6.3.8.

(3> At meterial mrad¢j), some remanant activity measurement should
correspond to all foil identifiers which are mantioned in the
subfile for material m(j). This gives the correspondence of the
y data and the additive correction data. When Equ. <2.13) of
Part 2 is applied, all components of additive correction b are
related to the counting time specified for material m(j)>. In
connection with this, it is a typical subfile error that the
counting time is given only for one of meterials m(jJ) and
mracj), cf. Section 6.3.8.

Restrictions and typical data errors are:

- Only the following options are available for thke specification
of the laboratory backgorund of the remanent activity
measurements: KORA = 0, 1, 2, and 6. Their significance is the
same as for material m(j) (see Table 6.3).

- As to the counting time, the same conventions apply for KDRA =
1 and 2 as for material m(j) (see Table 6.3).

- It is a data error if the foil identifiers are not given for one
Cor both) of materials m(j) and mradj).

- It is a data error if, although the foil identifiers are given
for both materials m(j> and mra(j), dbut a foil jdentifier
mer ioned for material m(j§) is not found at material mrac¢j..

- There are no monitor points in case of options which would
involve them.

6.3.8. Foil calibration and macroflux corrections -

" The foil calibration correction may be related to both
micro- and macroflux measuremants while the macroflux correction is
normally related to spectral index C(or spectral ratio) measure-
ments. Anyhow, the product of these two corrections factors appears
in column 7 of the data matrix as the foil calibration correction.
Ne ither the cal ibration nor the macroflux corrections are taken
into account for CAD1 type subfiles since the purpose of their
evaluation is just the determination of the calibration factors
(cf. Section 7.3.10). Let LWC(j) ba the value of the option
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variable which determines the variance of . according to Table
2.2 of Part 2. The auxiliary parameter neaded for some values of
LWCC¢j> will be denoted by C.

The subfiles contain several places uhere information can
be found concerning the foil calibration factors. If . can be
found at one of them, the other ones are left out of consideration.
The program searches them in the follouing order:?

(1) Column 12 of the matrix "79" for material m(j). 1f it is given,
the program sets LWC(J) =2 and C = @. The foil identifiers are
not needed unless the macroflux correction is applied (see
below).

(2) Column 3 of the matrix "66" for material m(j). 1If it is given.,
the program sets LWC(J) =2 and C = 8. The foil identifiers
should be given in the usual uay for the matrix *"?79" (cf.
Section 6.1.1.1) and in column 2 of the matrix "66". Except the
foil identifiers eventually belonging to the background and
decay monitors, all foil identifiers mentioned in the matrix
*?9" should be mentioned in the corresponding matrix "66", too.

(3) 1f the identification number o+ the calibration data set is not
@ at Question 9 for material m(j), the program finds the
identified data set in the calibration 1ibrary (i.e. CL1IB) and
taKes the calibration factors from it. Except the foil iden-
tifiers eventually belong9ing to the background and decay moni-
tors, the calibration data set should contain a correction
factor for all foil identifiers mentioned in the matrix "79".
Option varijable LWC(J) and parameter C are taven from the
calibration data set. It is important to note that the logical
number of CLIB is 62 to be specified in the respective Jjob
control DD statement.

No foil calibration is applied (or rather: Mc = 1) ifs

- column 12 is missing in the matrix "79" and
- column S is missing in the matrix "66" and
- the identification number is @& at Question 3

for material m(j). Typical data errors ares

% the identified cal ibration data set is not found in CLIB’

% the foil identifiers are not given (except case (1))s

3 a foil identifier mentioned in the matrix "79" is not found in
the matrix 66" or in the identified cal ibration data set.

The macroflux correction Mg has to be speacified at
Questions 82 and 66. No macroflux is applied if Question 32 is not
answered at all or it is answered but the value of option variable
KORM is O for material m(j)> <(cf. Section 2.2.3)., When KORM > B, the
data determining the values of m, are supposed to be given in
column 3 of the matrix "66" for material m(jJ)d). Column 3 contains

for KORM = 1: the 2 values which give M3 according to Equ. (2.3);
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for KORM = 21 the values of , explicitely.

In both cases, the foil identifiers should be given in the usual
way for the matrix *"79" (cf. Seaction 6.1.1.1) and in column 2 of
the matrix "66". Except the foil fdentifiers esventually belonging
to the background and decay monitors, all foil identifiers
mentioned in the matrix “7?9" should be mentioned in the
corresponding matrix "66", too.

Typical data errors aret

% the foil identifiers are not given:

% a foil identifier mentioned in the matrix *79" is not found in
the matrix "66";

2 KORM > 0 at Question 82 for material m(j) but QGuestion 668 is not
ansuwered at all or there is no matrix "66" for material m¢J).

Note that the conditional identifiers to be given in
colum 1 of the matrix "66” cannot be used neither for the
calibration nor for the macroflux corrections. Furthermore, only
the calibration factors taken from CLIB can have variances
different from 0. The latter will be given pointuise if LWCC(J) = 3,
No variance is associated with the macroflux correction factors.

68.3.7. Decay correction

The decay correction is specified at Question 70. Let KORD
be the option variable given there for material m(j>. Although
Guestion 71 may contain soma information on the variance of the
decay correction, this is not taken into account since the variance
is determined by KORD (sea below). Depending on its value, the
program can either compute the decay correction already in the
process of interpreting the subfile or perform only a
transformation of option variables. From the point of view of the
decay correction, the case when MODE = 30 requires a special
treatmant. Let us consider the general case first, and return to
this special case at the end of this section.

There is no decay correction if Question 70 is not
ansuered at all or KORD < 2 for material m(j). The decay corraction
factors are directly computed for KORD = 3, In all other cases,
only the option vari.bles are transformed (if at all). The possible
values of variable KORD are discussed in Section 2.2.3 (see also
Table 2.4). The significance of the analogous option variable
discussed in Section 2.1 of Part 2 in relation to task RFIT is
somewhat different. In order to emphasize this difference in the
preasent section, we shall denote the value of this option variable
by KRD(j) resulting for run § from the interpretation of the
subfile. The option variable for the variance of the decay
correction will be denoted by LWOC(J). In addition to this, there
are further details uwhich need to be taken into account in
«onnection with the decay correctiont

- In the process of interpreting the subfile, the variances of the
decay correction factors are never computed pointuise.
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~ For spectrum evaluations,
Section 6.3.3).

KORD may not be greater than 3 <c+f.

A1l this is made clear in Table 6.5 and in the follouwing remarxs
which show the correspondence betueen the possible values of the

mentioned option variables.

Table 6.5. Conversion of option numbers for decay correction

e - = Y S wn N e WP A B W -

---------------- i e B
subfile option 1 RFIT option I error option 1 the background
KORD 1 KRDC(j) 1 LWDC3) I is taken fromt
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---------------- | e il B e et
2 1 3 1 2 I A taken from
1 I cC =0 1 Question 7@
---------------- ) G e e e e et e bt D g
1 1 I comuted from
3 1 1 1 =4 1 data given at
1 1 cC =0 I Question 70
----------------- ) e e it ol e b
1 I I data for which
49 1 49 1 1 1 the fo0il iden-
(general case? 1 1 1 tifier is N
---------------- | e et it td EL AL LD et o il Lt b d
L) 1 (] 1 1 1 see the remarks
(MODE = 38> 1 1 1 made belowm
e et e el S e ettt Joe-mmemmem —————
S, 6, 7 1 data error I I
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Meaning of and remarks to the individual options:

KORD

@ and 1t The decay correction is not applied.

Note that

there is no such option for the decay correction &3
"?9" for the background (cf.

column 11 of the matrix
Section

K.ORD 4]

wil)

6.3.5).

ponding to the run dependent case KRD(j)

in Sectiocn 2.1,
decay correction.

KORD

The walue of paramater X is taken from Question 70. It
give the value of this parameter for run j corres-

3. As stated

no error can be associated with this
That is why the program sets C

9.

3¢ As there is no equivalent of cycle dependent )s para-
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maters for task RFIT, the decay correction factors uwill
be computed for all values of subscript {1 using the dita
oiven at Question 78 for material m(j§). Correspondingly,
the value of option variable KRD(j) is set equal tc 1. As
stated in Section 2.1, no error can be associated with
this decay correction. That is why the program sets C =
8.

Lhen MODE = 38, this option is the same as KORD = 8.
Therefore, only the cases of other fitting functions will
be discussed here. Parallelly to the x variable, the foil
identifiers are also determined. As stated in Section
6.3.1.2 for thiz case, the x variable is determined
according to option LX(j> = 2. The value of x is changed
to x@® = -9999 for such rous of the data matrix for which
the foil identifier is equal to N where N is the foil
identifier of the decay monitor to be given at Question
78. The statistical behaviour of the decay data treated
according to option 4 is usually Poissonian. That is why
the program sets LWO(j) = 1. The value of the inter-
polation wariable n (to be given in the subfile for KORD
= 4) §s not taken into account: the program works aluways
with n = 2

KORGD = 3 to 7t These values of option variable KORD are treated as

KORD = 8¢

data errors.

This option is almocst the same as option KORD = 4. The
diffe-ence consists in that the foil identifiers are not
needed but the value of the x# parameter is given in the
subfile for the decay monitor. The statistical behaviour
of the decay data treated according to option 4 is
usually Poissonian. That is uhy the program sets LWDC(j) =
1. The value of interpolation variable n is not taken
into account: the program works aluays with n = 2,
Possible data errors are?

- x0 is the same as for the background monitor.

- When foil identifiers are given in the subfile for
material m¢j)>, the program checks whether the same
foil identifier belongs to all points for uwhich x0 =
X« An error message is gener ated in the opposite case,

The case when MODE = 32 has to be considered separately.
As stated in Section 2.1 of Part 2, the option LWD(j) = 8
has been elaborated especially for this fitting function.
The data for the decay monitor will be obtained from
those belonging to thermal column positions P1TH(j) and
P2THCJ)> to be given within input data Group B3 (cf.
Section 6.2). The round shaped foils will be identified
by xB8 = -9399. The same for the foils with hexagonal
shape will be x@ = 89998,

In case of fi1tting function No. 38, only one option is

possible for tha decay correction (cf. Section 1.2.1@ of Part 2).
Therefore, the program Joes not taxke into account what eventually
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is given at Question 78 but sets the follomwing values for the
option variables:

KRDCJ) = 4, LWD¢) = 1,
and

PiITHC(J) for j odd
X0 =
P2TH(}) for J even

shere PI1TH()) and P2TH(Jj) are to be given within input data Group
B2 (c¥. Section 6.2).

It is a data error if no monitor points are found but the
option applied for decay correction sould involve them.

8.3.8. Counting time and dead time

The dead time (T) is supposed to be given at Guastion 61i.
Its value is used for the determination of the dead time
correction. It folloms from Equ. (2.9) of Part 2 that the
application of this correction necessitates also the Knouledge of
the counting time T. 1f the dead time is given but the counting
time is not, this is a data error. The contrary case, however, is
acceptcd: when the counting time is given but the dead time is not,
the dead time correction factar will be equal to 1 for all values
of subscript i. The dead time correction is not applied only i¥f
neither the dead time nor the counting time is given.

The program considers the dead time as given if its value
is positive at Question 61 for material m(j). 1f Question 61 is not
answered at all or it is answered but the value given for materiai
m(J) is equal to O, the program considers that the dead is not
given for material m(j>. 1t is a data error if a negative value is
found at Question 61.

The compuration of the dead time correction factor is only
one of the uses of the counting time. Its other use consists in
that it is a multiplicative correction if it is variable i.e. when
T depends on subscript 1 (cf. Equ. (2.1b> of Part 2). Therefore, ue
need option variahle LWH(J) in order to differentiate betuesen the
follouing three cases?:

LWHC(J) = Bt no dead time correction.

LWHCS) = 21 the dead time correction is applied and T is constant,
LWHC(J) = 41 the dead time correction is applied, and T is variable.
These are transforms of option variable MidH defined in Section 2.3
of Part 2 and to be specified in Groups 8 and 13 of Chapter 3 of
Part 2.

There are sevearal ways for spccifytng the counting time.
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They are tried by the program in the follouwing ordert

(1) When column 4 is given in the matrix *79" for matarial m(j),
the values of T are taken from theare and the program sats
LWHC(J) = 4 {.e. T is considered as variable. The program does
not check whether the data actually given in column 4 are
really different among themselves. Only positive values are
accepted for T. The opositie case .s a data error.

(2) When the previous option is not applicable, the program taxes
the data given at Question 62 for material m(j). The possible
cases are?3

T > 8t the program sets LIWHC(j) = 2 and this constant value is
used as the counting time.

T ¢ 8t this is a data error.
T = 0 see at () beloum.

(3) When Question 62 is not ansuered at all or it is answered but
T =0 is given for material m(j)>, the program concludes that
the counting time is not givens (if, of course, case (1) is not
applicable either). This can have tuwo consequences?

- +he program sets LUWH(j) = @ if the dead time is not givens
- an error message is generated if the dead time is given.

RemarKs ¢

- Option LWH(J) = 4 is not accepted for a spectrum evaluat.on (c¥.
Section 6.3.9).

- khen the counting time turns ocut to be constant for material
mij), this doez not mean, however, that it remains such as
results of the final data compilation. As mentioned in Section
6.3.5, T becomes variable when the backaround is given for
material m(j)> via the data belonging to a special material
mb(j), and either T is variable for it or, although T is
constant also for material mb(j), these constant values are
different for mater ials m(j) and mb(j).

6.3.9. Evaluation of spectra (Question 38)
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It is pointed out at the beginning of Section 6.3 that the
evaluation of the spectra stored at Question 80 is discusseo
separately since, in many respects, their treatment is simpler than
that of the data stored at Question 73. Furthermore, several
rastrictions should be observed. Sorme of them mentioned
individually in Sections 6.3.1 to 6.3.8 (incl.). Thay are
summar ized in the present section. Spectrum evaluation is allowed
only for subfile types DRDH, DRDT, MEAS, R281, R282, and R283 (cf.
Table 2.1), A stated in Section 6.2, it ic¢ in Group B4 that the
contents of the runs § = 1, 2, ..., J are defined.



The main difference betueen the general case and the case
of spectrum evaluations consists in that the fitted data i.e. the
values of the y variable are taken for run j from spectrum S¢(j)
stored at Question 80 for material m(j)>) (to be specified in Group
B4) and the data eventually stored at Questions 63, 66, 78, and 7?9
are ignored. It follows from this that only such options are
allouwed for at the other questions which do not involve poiniwise
data i.e. which do not require the interpretation of the caolumns o+
the matrices "739" and/or "66". Sections 6.3.1 to 6.3.8 Cincl.)
discuss honw the individual columns of the data matrix are built up
for run j in the general case. When, on the contrary, spectra are
evaluated, the same thing is done as follous:

- Option variable LX{(j> is aluways set equal to 1 and the
corresponding parameters x'4 and Ax.; are taken from spectrum
Sfj) specified in Group B4 (cf. also Section 2.2.3>. This means
that the x variable will be computed for point i1 according to
Equ. (5.6) of Fart 2 i.e.

' a4

- The t var iable is needed if zome decay or bacKground correcticns
are applied (see below which ones are accepted). It is deter-
mined as described in Section 6.3.2 but this can result in only
option LTCj> = 1 since it i3 a data error if LT(j) = 2 results.

- The values of the v variable are taken from spectrum 5¢(j)
specified in Group B4. Mote that the total number of the
channels in the spectrum will give the total number of points
belonging to run j.

~ The variance of x and/or y is determined as in the general case
(cf. Section 6.3.,4).

- Options 1 and 3 are not accepted at Question 68 for the back-
ground correction., In additiorn to th s, no remanent activity may
be taken into account.

-~ The data eventually given in the sutfile for the f0il calib-
ration and the macroflux correction are ignored.

- Only options 2 and 3 are accepted at Question 78 for the decay
decay correction (cf. Section 6.3.77.

- Only options LWH(})> = @ and 2 are :i:cepted for the dead time and
counting time. 1f the interpretatinn of the subfile results in
LWH(3)> = 4, this is a data error.

Xia = X3a 4+ Ci-104x .
3
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7. Tasx CALB: man ipulating files

EDF and CL.IB

The present chapter is devoted to two files: the 1ibrary
of calibration factors (CLIB) and the evaluated data file (EDF).
They are manipulated (listed, corrected, deleted etc.) by task
CALB. In addition to this, these files are used by program RFIT
also for other purposes whence they are referred to also in other
chapters of this user's manual:?

(1> The calibration library is a complement to the file of raw
exper imental data (PDF) and is referred to at Guestion 9 (cf.
Sections 2.2.2 and 6.3.6).

(2) The evaluated data file contains fields (distributions) which
are estimated by using certain fitting functions such as NNo.
20, 349, 43, etc. (see Chapter 1 of Part 2). It is an output
file for tasks RFIT, SPEC, and EVAL (see Chapters 3 and 7 of
Part 2 and Section 6.2 of the present part, respectively). It
can be an input file for tasks RFIT and SPEC (see Part 2.

When one of EDF and CLIB is manipulated by task CALB or is
used by tasks RFIT, EVAL, and SPEC independently of the other file,
its peripheral number can be either 62 or 64. UWhen they are used
simultanecusly, the peripheral number of CLIB is normally 62 wuhile
that of EDF is 84. However, the user may deviate from this., There
is only one restriction: the peripheral number of the calibration
1ibrary is always 62 (cf. Section 6.3.68), All other uses of these
files 90 with Kkeywords CLIB and BIBL which determine the peripheral
number as 62 or 64, respectively.

1¢ the user deems it expedient, it is not necessary to
separate EDF from CLIB physicallys both may be in the same
sequential file. Their physical separation is useful only from
practical points of view since CLIB is a more or less firm file
while EDF is frequently changed. Thus, their physical separation
helps to protect CLIB against eventual user errors. Anyhow, the
peripheral numbers used in the respective job control DD s:atemants
and the data given in the SYSIN input should be carefully in
accordance with one another.
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?.1. Structure of the EDF or CLIB files
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The structure of files EDF and CLIB is identical. Both are
sequential files in which the record length is 80 bytes (20 words)
at maximum, The end of the useful information stored in them is
marked with a record contairing only 'LAST' following the last data
set. Both files are divided into independent data sets the internal
structure of wuhich is rather simple., They consist of the following
records (or groups of records):

Record 1: ID
swhere ID is the identification number of the data set. 1t
is normally an integer which may not exceed the 31th pouer
of 2. (In order to avoid overflow safely, it is advisable
to use only 3 decimal digits at maximum.) Although the
program accepts any integer, it is recommended to use only
positive rnumbers. This is the number of reference which is
used at Question 3 of PDF and in connection with tasks
RF1T, EVAL, and SPEC. As stated above, the program stops
reading the file if it finds ID = 'LAST'. When 10 > 1000
and its first digit is 7, a special convention applies
defined at Record 4.

Record 2: N, MW, C

N is the total numbers of positions in the data set.

MJ is an option variable which determines the way of
computing the variances of the field values stored in
the data set’ refer to Record 4 concerning the options
defined by the possible values of M,

Cc is a parameter uwhich is needed (in case of certain
values of MW) for the computation of the varijiances,

Record 3: Title

where "Title"” is a string of 80 characters in length <(at
maximum). It is practical to give it in order to explain
the siginificance of the data stored in the data set.
especjally in order to differentiate the data set from
others with similar physical contents. For example, if a
set of activation foils i3 calibrated several times, this
title record is the best means of telling precisely under
which conditions the reczults of the individual calibrations
can be aprlied. In caze of ELF, the title record is the
best means for distinguishing between various evaluations
of the same subfiles. When the data set is an output file
for tasks RFIT, EVAL, and 3PEC, its "Title"” will bLe the
title of the fitting problem (see Chapters S or 7 of Part 2
or Chapter 6 of the precent part).
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Records 4t data matrix

Records

The number of columns of the matrix is determined by the
last decimal digit of MJ i.e. by

Md' = MJ - [MI/10]. (7.1>

(Here, l1ike in some other chapters of this user's manual,
{21 is the integer part of real number z, see e.9. Equ.
(6.18).) If Mi' = 3, the matrix has 3 columns?

position, field, variance C(or error)
while it has only 2 columns otherwise:
position, field.

According to the sense, the matrix has N rous. The physical
meanings of these quantities depend on the case at hand!

(1) "field" is the value of the evaluated distribution in
case of EOF (i.e. YW in case of fitting functions NNo.
20, 21, 34, etc.) while it is the calibration factor in
case of CLIB.

(2) The physical significance of "position” depends on the
particular fitting function used for producing the data
set at hand (see Chapters 1 and S5 of Part 2>t in case
of CLIB, "position” is the foil identifier while it is
some core position for EOF. When the data set has been
produced as results of using fitting functions NNo. 38
and 40, "position” is alphanumeric. 10 is special in
such cases: its first digit should be 7 and ID > 1080@.

(3) The variance of "field"” is given pointuise in the data
set if MJ' = 3 uhile it is computed according to Table
2.5 using the value of parameter C for other values of
MJ’'. The entry to this table is now MJ'. It follous
from this that, according to Table 2.3, parameter C has
no direct siginificance if MJd' = 3. Therefore, C may be
used in this case for distinguishing betueen the
follouwing two possibilities:

if C = 8, cotumn 3 of the matrix contains variances,

if C = O, column 3 of the matrix contains errors or
standard deviations (i.ea. the square roots >f the
variances).

S5t correlation matrix of the field

The correlation matrix of the "fiald” values (i.e. of the
data stored in column 2) is stored in the data set if MJ D
10. Its ¢i,3) elemant gives the correlation coefficient of
"$ield” eleamants i and J (i.e. thair covariance divided by
their standard deviations). As this matrix is symmetric and
all elemants of its main diagonal are squal to 1, it is
sufficient to store only its upper half without the main



diagonal. Thus, the total number of the significant ele-
ments is N<CN-1)/2. Although the program accepts a corre-
lation matrix for both EDF and CLIB, it is ignored in case
of the cal ibration factors (cf. Sections 6.3.6).

7.2. Overall structure of the input data for tasKk CALB
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A1l manipulations with files EDF and CLIB are controlled
by task xeyuword CALB <*calibration®). The latter'may not 90 alone
but only together uwith one or more other tasx Keymwmords discussed in
Chapter 5 and summarized in Table ?7.1. They allomw to perform most
of the manipulations uhich can be applied to the subfiles composing
POF. The peripheral number to be given in the DD statement related
to the file on which the manipulations are performed is normally
62. If it is desirable to use peripheral number 64, one has to put
Keyuword

BIBL

in the line immediately following the line containing CALB. TaKing
the correction of some data sets as an example, the general
structure of the input data can be one of the follouwing threea!

CALB CORR
input data for CORR

In this case, the corrections will be related to the file whose
per ipheral number is 62. In other words, the default value of the
peripheral number is 62. When Keyword BIBL is given i.e. when the
input data have the form

CALB CORR
B1BL
input data for CORR

the corrections will be related to the file whose peripheral number
is 64. If BIBL is replaced by Keyword CLIB, this sats the

per ipheral number equal to 62. It follows from this that the input
data

CALB CORR
cCLIB
input data for CORR

have the same effect as those shoun in the first example. Conse-
Quently, it is superfluous to give Kevyuword CLIB.

7.3, Input data for manipulating EDF or CLIB data sats

The task Keywords which may go alung with task Keyword
CALB are summarized in Table 7.1. Sections 7.3.1. *0 7.3.18 (incl.)
discuss them in detail. In this combination, the functions of some&
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of them are different from those which they have in connection with
PDF (see Chapters 2 to 5, incl.). One has to be careful uhen
several task kKeywords are given in the same 1l ine as CALB. The
problem is that the program can not tell where the input lines end
for the second kKeyword or where they start for the third one.
Therefore, only such kKeyword combinations are recommended in which
the third and further Keyuwords do not require input data of the‘r
oun. In practice, there are only tuwo combinations which can be
continued with fur@her tasK Keywords in the same line:

CALB NEW
and
CALB CORR

We can see examples c¢f their combination in Sections 7.3.1 to
7.3.19 (incl.).

Some of the tasks discussed below involve the use of
temporary disk file 77. As mentioned in other chapters c¢ the
present part, file 77 is used for subfile operations, ton. One has
to tarve into account the follouwing remarkKks in connaction with this?

~ the subfiles eventually stored on file 77 are left unchanged:’
- the space available on file 77 depends on the subfile operations
eventually preceding the actual use of task CALB.

It is added to this last remark that it is a data error if the
space available in file 77 is not sufficient. Would this occur in
casze of a large library, it should be split in tuo separate
libraries.

7.3.1. Creating reu data sets from SYSIN (task NEW )
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Mew data cets can be included into the EDF or CLIB files
by the followirg combination of task Kevuwords:

CALB MEW

Each new data set is firct created in the core memory and it is
recorded to the file only if the data zet could be cqtatad without
input errors. The neuwly included data se«ts will be recorded behind
the exisiting ones. After every successfully created data tet, the
file is closed i.e¢. 'LAST' is recorded at the end of the file so
that eventual input errors could rnot do any harm to the file., The
inrut data for the consecutive new data sets may follow one another
until their sequence {s cut by an task Kevword (see¢ Table 2.1 of
Part 1), The maximum number of the data sets created in this way is
20. The identification numbers of the new data sets are noted in
the coare memory for being eventually used later by other tasks
specified in the same line as for example

CALB MEL L1IST
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The input data to be given for each neuw data set have the
same structure as the data set itself. In order to still make a
difference betuween this section and Section 7.1, we use the
expression "group” here instead of “"record®. Each of the following
groups should be started in separate input lines. Note that Groups
N1l to N4 (incl.) are mandatory but Group N3 is optional.

Group Ni: 1D
where 1D is the identification number of the data set. The
proaram does not check whether it is identical uith the
identification numbers of the existing data sets.

Group N2: Title
mhere "Title"™ is a string of 80 charatecters in length (at
maximum) describing the contents of the data set.

Group N3: N, MW, C

- -

N is the total numbers of positions in the data set; it
may not exceed 500; if MW > 10, it is limited to 102
(see at Groun NS,

Md is an option variable which deterinines the way of
computing the variances of the field values,

C is5 a parameter which is needed (in case of certain
values of MJ, see Table 2.5) for the computation of the
var iances .

Group N4: data matrix
The number of columns of the matrix depends on the value of
control variable Md. If MU' = 3 as computed according to
Equ. (7.1), the matrix has 3 columns:

position, field, variance (or error)
while it has only 2 columns otheruwise:
position, field.

The matrix has N rows. It is given row by row. Depending on
MJ' (see above), the total number of the matrix elements is
3N or 28N. There is no restriction as to how the elements
are broken into input lines. I+ MJ' = 3, the third column
of the matrix contains the variances if C = ® uhile it
contains the errors or standard deviatiors (i.e. the square
roots of the variances) octheruise. (See the explanations
made at Record 4.)
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Group N3t correlation matrix of the field values

The correlation matrix should be specified only if Mi > 10.
As the correlation matrix is symmetric and all elemants of

the main diagonal are equal to 1, only the elements of the

uppPer half are given row by rou leaving out the elements of
the main diagonal. Their total number is N(N-1)/2. There is
no restriction as to hou they are broken into input lines.

The max imum number of elements which can be handled by the

program is 5000 whence N may not exceed 100 if MiJ > 10.

7.3.2. Correcting existing data sets (task CORR)
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Data sets already existing in the EDF or CLIB files can be
corrected by the following combination of tasKk Keyuords:

CALB CORR

The corrections are performed in the following way. The existing
data sets are read one by one into the core memory. The data sets
to be corrected are corrected in the core memory. After success-
fully terminating the corrections, the corrected versions of the
data sets are put to temporary file 77 (cf. Table 3.2). If a data
set is not to be corrected, it is put to file 77 unchanged. When
all data sets are coplied to file 77 (in corrected or original
forms)>, the contents of file 77 are copied back to files EDF or
CLIB overuriting their original contents. Would one of the
corrections be unsuccessful, the original file EDF or CLIP is left
unchanged. It follouws from this that the correction of the data
sets of EDF and CLIB is different in several respects from that of
the subfiles (see Chapter 4), The differences consist in the
follouming: '

- The input data for correcting the individual data sets should bea
given in the same order as the data sets are stored in the file
since the program cannot find the data sets which are mentioned
in wrong order.

- The original file is left unchanged in case of input errors.
Even those data sets will remain unchanged the correction o+f
which was successful,

- 1f a data set is corrected, its original version is lost,

The input data for the consecutive corrections may ‘ollou
one another until their sequence is cut by an task Keyword (sees
Table 2.1 of Part 1). The maximum number of the data sets which may
be corrected in this way is 20. The identification numbers of the
corrected data sets are noted in the core memory for being
sventually used later by other tasks specified in the same line as
for example

CALB CORR L IST

In order to have some analogy with task NEW , the structure of the
input data to be given for gach corrected data set are formulated
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in terms of data groups C1, C2, etc. which roughly correspond to
groups N, N2, etc. Each of the groups should be started in
separate input lines. The program distinguishes betueen them
according to the number of asterisks (2) introducing the 1ine:

Group C2 I no asterisk
............. l_-.—-----_---
Group C3 1 L 3 3
............. I-_--_....__..-..
Group C4 1 2

From among these data groups, Group Cl is mandatory and is aluays
the first one while the other ones are optional and may be given in
arbitrary order. Houever, it is necessary to take into account that
each one of them is related to the results of the application of
the previous ones. With these introductory remarks, the input data
for correcting a data set should be formulated in the follouing

Nay.

Group C1: 1D, NC

ID is the identification number of the data set to be
corrected. For the consecutive corrections, their order
should correspond to the order according to which the
data sets are stored in the file,

NC gives the total number of the correction steps. (Every
application of Groups C2, €C3, and C4 15 considered as a
separate correction step.)

Group C2: Title

where "Title” is a string of 80 charatecters in length (at
maximum) describing the contents of the data set. One has
to be careful with this data group! all input lines which
do not start with an asterisk are considered as Group C2.
This remark is especially useful when one looks for the
reason of some input error: all input data lines which
cannot be interpreted as Groups C3 or C4, will be treated
as Grouy C2 by the program.

Group C3a: 2% Mi, C

or
Group C3b: 22 MJd 2 C

M4 is the option variable which determines the way of
computing the variances of the field values,
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C is a parameter which is needed (in case of certain
values of MdJ, see Table 2.35) for the computation of the
variances.

This data group corresponds to Group N3 with the difference
that parameter N i.e. the total number of the positions is
not given since it is Knoun (either from the original data
set or from the results of the previous corrections).
Depending on the original and new values of parameters MJ
and C, the specification of further subgroups can also be
required:

Subgroup C34: column 3 of the matrix
Under conditions to be specified below, the variances or
the standard deviations need to be given for all field
values: these are N data which will form column 3 of the
matrix. There is no restriction as to how they are broken
into input lines. Warning: N is not necessarily the total
number of the field values in the original data set since
it might have been changed as results of the previous
correction steps.

Subgroup C35: correlation matrix
Under conditione to be specified below, the correlation
matrix of the field walues need to be given: these are
N(N-1)/2 values which are the elements of the upper half of
the mati~ix without the main diadonal ¢l ike at Group NS).
There is no restriction as to how they are broken into
input lines. It follous from this that the correlation
matr ix can be corrected only as a whole. Warning: N is not
necessarily the total number o0f the field values in the
original data set since it might have been changed as
results of the previous correction steps.

Let us first consider the cases which have to be distin-
guished from one another uwith respect to the variances. The
poss ible cases are summarized in Table 7.2. As before, MJ’
is given by Equ. ¢(7.1). Mote that the values stored in
colurmn 3 are squared if parameter C changes from non-zero
to zero uhile the square roots are taken vice versa,”
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Table ?.2. Cases of correctiong the variances

- - S = W W - . n R e = A = - -

original 1 1 1
1 M $ 3 1 me' =3 I My =3
1 1 1
corrected 1 I ctfte | cC=0
----------------------------- l----——--——-—---l-——------_----
MJ' 43 1 the matrix is I column 3 is I column 3 is
I not changed 1 deleted 1 deleted
-------------- ) e e Dl e ol Rttt kbt et Bt bt e R
My’ =3 I Subgroup €34 1 the matrix is I variances
1 is read into 1 not changed I converted
cCteo 1 column 3 1 1 into errors
-------------- | e ittt E LA bbbl it SO P Ll el
My = 3 1 Subgroup €34 1 ercors con- 1 the matrix
1 is read into 1 verted into 1 is not
cC =0 1 column 3 1 variances 1 changed
-------------- e it D il e el ol el

With respect to the correlation matrix, other cases have to
be distinguished from one another. First of all, if Group
C3b is given i.e. an asterisKk stands betuween MJd and C, a
nen correlatijon matrix should always be given as Subgroup
C33, and the value of parameter MW is set equal to MJ' + 10
where MU' §is computed by Equ. (7.1) with MJ as given in
Group C3b. Let us consider now the case when Group C3a is
given i.e. there is no asterisk between MJ and C. The cases
which are then possible are summar ized in Table 7.3.

Table 7.3. Cases of correcting the correlation matrix

- v o m On A - e - - o - -

1
M4 < 10 1 MJ > 10
1
1
e emaa oo am oo o] - .- - - - oo~ l .................
Md < 10 1 correlation mat- 1 the correlation
1 rix unchanged 1 matrix deleted
- - e - - - e L L e L P e j]recncacrncmcncan~a
1 Subgroup €33 is 1 no change in the
Md > 10 1 read into the 1 correlation
1 correlation matr.1 matrix
o me - -- -----x ..... - - - - - on o - [ _________________

The following important remark should be taken into account
with respect to the correlation matrix., When the field
values are changed, some of them are deleted and neuw ones
are inserted (see at Group C4) but the correlation matrix
is not changed by the program., It follouws from this that
the correlation matrix should be changed correspondingly by
the user (if necessary). When number N of the field values
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changes and the corrected version of the data set contains
a correlation matrix, the program checks nhether a nau
correlation matrix has been given for the final value of N.
If not, an error message is generated.

Group C4t corrections of the data matrix
The starting line of Group C4 is introduced with one
asterisk and it has the formt

2 nl, n2, n3
where
nt is the number of first row to be corrected.,

n2 is the total number of the rous to be deleted
(it may be 9,

n3 is the total number of the rows to be inserted
(it may be 9).

Every line of this type is focllowed by the elements of the
neuly inserted rows i.e. 3 or 2 times n3 numbers depending
on smhether MWY' = 3 or not. (MJ’' is computed according to
Equ. (7.1) for the actual value of parameter Mi.) There is
no restriction as to how the elements are broken into input
lines. If M4’ = 3, the third column of the matrix contains
the variances if C = 0 while it contains the standard
deviations (i.ea. the square roots of the variances)
otherwise. RAccording to the sense, no data are expected if
n3 = @,

Remarks !

- In the consectutive applications of Group C4, the values
of n1 should increase monotonouslty. In addition to this,
no reference may be made to a previously deleted rowut
the value of r 1 should be more than the valua the sum
(n1+n2-1)> had in the previous application of Group C4.

- Parameters nl1 and n2 should be related to the original
version of the data set. Furtharmore, the value of
(ni1+n2) may not go beyond the original number of the
rouws . :

- The new lines will be inserted preceding line nt if
n2 = @, Adding neu rous behind the existing ones is not
so simple: the last row should be deleted and this rowm
together with the neu rows should be inserted into the
matrix.

- The program acrcepts that n3 §s not given. If so, it is
set equal to 2.

- The total number of the rows (i.e. N> will be computed
by the prugram automatically.
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7.3.3. Selection of data sets

R T e T

Most of the tasks discussed in the following sections
involve input data for selecting the data sets concerned by the
operations. As their structure is practically the same for the
these tasks, it is formulated separately in the present section.
(Some slignt deviations are possible in connection with certain
tasks, see belou.) Like in case of subfiles, there are two ways of
selecting data sets: explicite and implicite. The format of the
corresponding input data is the follomwing:

N, [0y, 5 =1, 2, ..., W)
ubere

N is the total number of the data set identifiers; it is
restricted by the condition

® < N<K 21;
IDCI) identifies a data set to be selected.

This way of selecting the data sets corresponds to the explicite
subfile selection mode discussed in Section 3.2.1. The equivalent
of the implicite subfile selection mode (cf. Section 5.2.2) is the
use of asteriskKks (%) in place of the last digits of some (or all)
of the I0(j). Instead of giving sophisticated general definitions,
this is explained by the follouwing example (other data of this form
can be interpreted in an analogous wmay): ID(I) = 1%xx means all
those four digits identification numbers in uwhich the first tuc
digits are 13. In other words, ID(j) = 195%x results in thu
selection of all such data sets whose icentification numbers range
from 1300 to 1398. The explicite and implicite data set saelection
modes may be combined with each other i.e. input data of the
follouwing form are accepted:

€6 1481 14902 16xx 16xxx 7013 8174

which mean the selection of data sets NNo. 1401, 1402, 7913, 8174,
for one hand, and those data sets whose identifiers fall in the
closed intervals [1600,1693] and [16000,18999], for the other hand.

For some tasks, the program accepts that no input data are
given for data set selection. This is the case when an tasK Keyword
(see Table 2.1 of Part 1) or a subfile identifier (see Table 2.1 of
the present part) 1is given in the input line in which the program
100Ks for the data set selection data. When this occcurs, the
program selects all the data sets found in the source file. This
means that the omission of the data set selection data has the same
affect as the data

I Eraknknnnx
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Remarks :

- Since irnitegers exceeding the 31th power of 2 cause overflow, it
is advisable to restrict the identifiers to 9 digits. That is
why the program takes only 9 asterisks into account at maximum.
C(If more asterisks are given, the latter are not taken into
account.)

- All operations are ineffective if one or more explicitely
selected data sets are not found in the library. There is no
such restriction for the implicitely selected data sets.

- Would several data sets have the same identification number,
only that one is selected explicitely from among them which
occurs first in the library. The other ones can be selected
expl icitely by repeating the common jidentifier the necessary
number of times. According to the sense, there is no such
difficulty in case of the implicite selection mode.

- It might be not superfluous to emphasize that the input value of
N is the total number of the ID(j) values given (see the examplea
above). When only the explicite selection mode is appl ied, this
is equal to the total number of the actually selected data sets
swhile no such equaliity holds for the implicitely selected data
sets,

7.3.4., Opening the file (task DMMY)

- o ——— . ——— - G - > e o~ - = -

All manipulations with the EDF and CLIB files discussed in
the present chapter assume that some data sets already exist in
them. 1t follouws from this that the files should be open&d somehow.
That is the role of the following Keyuword combination:

CALB DMMY

As a result of this, the closing record containing only 'LAST' is
recorded to the file. This is practically the same what task OMMY
does as discussed in Section 35.4.1 in relation to PDF. Warningt ona
has to be careful uWwith the use of OMMY since it deletes all infor-
mation uhich might be in the library.

7.3.8., Copying data sets (tasks COPY and ADD )

The program allouws to make copies in two directionss

a) tasxk COPY: copying the existing library (as a whole or parts
of {t) to a new sequential files

b) task ADD 3 copying a library (as a whole or parts of it)
tehind the data sets already stored in the existing library.

The peripheral number of the destinaticn file is 61 in both cases.
It is a scratch file for task COPY while it should have been opened
praviously as a library (at least by task DMMY, cf. Section 7.3.3).
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The peripheral number of the source library can be either 62 or 64
depending on whether CLIPB or BIBL has been specified in the input
line following tasx keyword CALB (cf. Section 7.2). The default
option is 62. The format of the input data for selecting the copied
data sets is discussed in Section 7.3.3. The selected data sets are
first copied to temporary disk file ?7. When all data sets have
been read from the source file, the selected ones are copied to the
destination file only if all data sets selected explicitely have
been found in the source file. The destination file is left
unchanged in the opposite case.

Examples of the input data:

CALB COPY <or ADD )
BIBL for CLIB?
6 1401 1482 1E€x»x 16x2x 7013 8174

or

CALB COPY (or ADD )
6 1491 1402 16»x 16222 7013 8174

7.3.8. Deleting data sets (task DEL >

Some of the data sets can be deleted from the library by
using task DEL . The input data for selecting the deleted data sets
are discussed in Section 7.3.3. The program copies all data sets
swhich are not selected to temporary disk file 77. khen this is
finished, the data sets are copied from the disk file back to the
l1ibrary (destroying its original —ontents). This latter operation
is not performed if

* some of the explicitely selected data sets are not found in the

l1ibrarys
» the oreration would delete all data sets from the 1library.

1t follous from this last condition that it is an input error if no
data are given for data set selection (cf. Section 7.3.3).

Examples of the input data:
CALB DEL
BIBL <or CLIB)>
8 14901 1492 16xx 183xx 7013 8174

or

CALB DEL
6 1401 1482 16xx iS%xxx 7013 8174
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7.3.7. Data set inventory (tasks SUBF and SUBT)

-~ —— S W N = e A e e o -

Sometimes it can be interesting to Know which data sets
are stored in the library. Tasks SUBF and SUBT allow to print the
identification numbers of the selected data sets together with the
total numbers of the field values stored in each of them. The input
data for selecting the data sets are discussed in Section 7.3.3.
The difference betuween tasxs SUBF and SUBT consists in that no
input data may be given in case of tasxK SUBT since this means
printing all of the data sets.

Examples of the input data:

CALB SUBF
BIBL <or CLIB)
6 1401 (402 16x%x 16¥xx 7013 8174

or

CALB SUBF
6 1401 (402 16xx 16xxx 7013 8174

7.3.8. Listing data sets (task LIST)

- - - - —— - - - - -

The contents of some selected data sets can be printed by
using taskKk LIST. The input data for selecting the data sets are
discussed in Section 7.3.3.

Examples o the input data:

CALB LIST
8IBL <or CLIB)
6 1481 1402 16xx i6xxx 7013 8174

or

CALB LIST
6 1481 1482 16xx 16xxx 7013 8174

When the "position”®” data are alphanumeric according to the data set
identifier (see at Record 4 in Section 7.1), the listing is printed
in the corresponding format.

7.3.9. Renaming data sets (tasK RENM)

R P L L TR TP P X

The identification numbers of some data sets can be
changed by using task RENM. The input data have the following
formats

N, [1D1¢5>, 1D2¢3>, § =1, 2, ..., N]
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uhere

N is the total number of the data sets to be renamed;
it is restricted by the condition

9 < N<LK2Is

ID1(j> is the o0ld identification number of a data set to be
renamed’ :

1ID2¢3> is the new identification number of the respective data set,

The action of the program will ba the following. All data
sets are copied first to temporary disk file 77. Those for which
the identification number is equal to one of the ID1(j) get the neu
one (i.e. J02¢(3)>) before being copied to the disK file. When this
is finished, the data sets are copied from the disx file back to
the 1 ibrary (destroying its original contents). This latter ope-
ration is not performed if some of the data sets identified by the
ID1¢3)> are not found in the library.

Examples of the input datas

CALB RENM
BIBL ¢or CLIB)
6 14981 1492 1611 11611 7OI13 8013

or

CALB RENM
68 1401 1492 1611 11611 7013 8613

Would several data sets have the same identification number, only
that one is renamed from among them mhich occurs first in the
1ibrary. The other ones can be renamed by repeating (as ID1(j>> the
common identification number the necessary number of cimes.

7.3.10. Evaluating calibration rmeasurements (task EVAL>

. A A S e AP M R P Ay =D D S -

Task EVAL has been elaborated for evaluating CAO! type
subfiles and for including the results of the avaluation intc the
calibration library (i.e. CLIB). The overal! structure of the input
data is the follonwings

CALB EVAL

da:a for subfile selection
H

BIBL ¢or cCLIB)

in;ut data for evaluation

Eno
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or

CALB EVAL

da:a for subfile selection’
,

input data for evaluation

ero

The subfile selection may be either explicite or implicite in the
sense of Section 3.2. It is an input error if no data are given for
subfile selection following the line containing CALB EVAL. The
effects of giving or omitting Keywords BIBL or CLIB are discussed
in Section 7.2. The "input data for evaluation” have to be given as
explained in Section 6.2.

It follouws from this that the effect of Keyword combi-~-
nation CALB EVAL seems to be the same as the effect of Keyword EVAL
used alone. This is really the case when input data Broup C (of
tasKk EVAL) is given among the "input data for evaluation” (accor-
ding to Section 6.2). CALB EVAL and EVAL have different effects
only for such fitting problems for which Group C is not given. If
this occurs, the program's action is the following:

- it takes the calibration data set numbers from Question 8 of the
subfiles determined for each runs it is a data error if they are
not equal or they are not positive?

- this number will be the identification number of the new data
set to be included into the 1ibrary (otheruise, this number is
given as part of Group C);

- when the fitting is successfully terminated, the estimated field
is put to the library C(only for MODE = 20, 21, 34, 43, 47, 48,
and 48). '

It follouws from this that this way of using CALB EVAL has some
reasonable meaning only for CABLI type measurements since these are
the only ones for which the calibration data sets specified at
Question 9 are not taken into account as calibration factors <(c¥f.
Section 8.3.6). In spite of this, the program does not check the
subfile type for which task CALB EVAL is used.
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Table 7.1. Task xeyuords uwhich may be used with xkayword CALB

- S - e - - O W W W e S s W fn e Gy P S . P D n e D e -

) e i [-~crccrrr e e kbt - ———— 1
1 task 1 section where 1 input 1 output 1
1 xeyword 1 discussaed 1 file 1 file 1
| R R kel ) G e it Ll L L | bl O L L LT P 1
1 ADD 1 7.3.9 1 61 1 7?7, 62 or 64 1
) e | R i el Lty e ettt s R L L 1
1 COPY 1 ?7.3.9 1 61 1?7, 62 or 64 1
I-——-===-- | o et kel | e e Rt T e 1
1 CORR 1 v.3.2 1 €2 or 64 1 7?7, 62 or 64 1
| E L Rt bt | e e LT et ) ikt Dt -~~~ e 1
1 DEL 1 7.3.8 1 €2 or 64 1 7?7, 62 or 64 |
- e [~ R e L L 1
1 OMY 1 7.3.4 1 - 1 62 or 64 1
I-——--==-- et T [~ et L 1
1 EVAL 1 7.3.18 180, 82, 77, 1 ?7, 62 or 64 1
1 1 1 62 or 64 1 1
I-~--===-- R e ettt Je-rmmmrrc i a ) SR e LT LT 1
1 LIST 1 7.3.8 1 62 or 64 1 - 1
| el ke R Lt T Jvermrm e rn e | R e Lt P 1
1 NEW I 7.3.1 1 - 1 €6 or 64 1
[-=~emrmercermae - [~rercmrmr e | G bt l 1
1 RENM 1 7.3.9 1 62 or 64 1 77, 62 or 64 1
Jeorormmrm | e R et et | G L LD D 1
1 SUBF 1 7.3.7 1 62 or 64 1 - 1
) E R R | e e DL D | e L EE LTS el 1
1 SUBT 1 7.3.7 1 62 or 64 1 - 1
| E L L L L e | e e L L D T Jemrrmrmrcr e Jesmerrerccrea- 1
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